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The Music of Life is a short book. Deliberately so. The aim was to use 

metaphorical stories and surprising ways of explaining modern biology to 

jolt the reader away from many of the serious misunderstandings of 

biological science that developed during the second half of the 20
th  

century 

as molecular biology came to dominate the scene. 

 

There is nothing wrong with molecular biology as science. In leading 

up to the sequencing of the human genome it represents one of man’s 

greatest scientific achievements. But there is everything wrong in the way in 

which it is often presented. The genome is not ‘The Book of Life’. 

 

To judge from the reviews, The Music of Life has succeeded. It has 

worldwide sales exceeding 20,000 copies, and translations have been 

published in seven foreign languages, with four more in preparation. The 

reviews are enthusiastic. Some of them are very perceptive and represent 

good literature in their own right. You can find many of them on the website 

www.musicoflife.co.uk 

 

This sourcebook responds to a growing demand by readers who are hungry 

for more. What they want is chapter and verse on the sources for the claims 

in The Music of Life. What you will find here is an extensive series of 

review articles written after The Music of Life was published that spell out 

in detail what the sources are, and with full references to the literature. Each 

and every claim in the book is not only justified by these articles, those 

claims are extended as new evidence has appeared since the book was 

published and which establishes some of the revolutionary ideas even 

more firmly than was possible in 2006. 

 

 

 

Denis Noble, August 2015.
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Claude Bernard, the first systems biologist, and the future
of physiology

Denis Noble

Department of Physiology, Anatomy and Genetics, Parks Road, Oxford OX1 3PT, UK

The first systems analysis of the functioning of an organism was Claude Bernard’s concept of

the constancy of the internal environment (le milieu intérieur), since it implied the existence of

control processes to achieve this. He can be regarded, therefore, as the first systems biologist.

The new vogue for systems biology today is an important development, since it is time to

complement reductionist molecular biology by integrative approaches. Claude Bernard foresaw

that this would require the application of mathematics to biology. This aspect of Claude Bernard’s

work has been neglected by physiologists, which is why we are not as ready to contribute to the

development of systems biology as we should be. In this paper, I outline some general principles

that could form the basis of systems biology as a truly multilevel approach from a physiologist’s

standpoint. We need the insights obtained from higher-level analysis in order to succeed even

at the lower levels. The reason is that higher levels in biological systems impose boundary

conditions on the lower levels. Without understanding those conditions and their effects, we will

be seriously restricted in understanding the logic of living systems. The principles outlined are

illustrated with examples from various aspects of physiology and biochemistry. Applying and

developing these principles should form a major part of the future of physiology.
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Historical introduction

Claude Bernard was Sir William Paton’s great physiological
hero. When the Physiological Society celebrated its
centenary in 1976, Bill contributed a paper to the
historical part of the meeting concerning one of Bernard’s
experiments on curare and drawing attention to the
important role his ideas played in the foundation of
the Society in 1876 (Paton, 1976). The reasons for his
admiration of Claude Bernard are not hard to find. Bernard
was a superb experimentalist, as the history of his work
on digestion shows (Holmes, 1974). He also displayed
his skills in many other areas of physiology and he laid
out the principles of his science in his highly influential
Introduction à l’étude de la Médecine Expérimentale
(Bernard, 1865, 1984), in which he revealed himself to
be a great thinker as well as a great experimentalist. The
theoretical problem he addressed is one that is very relevant

This article is based on the Paton Lecture delivered with the same title

to the Life Sciences 2007 meeting in Glasgow in July 2007.

both to my claim that he was the first systems biologist and
to the challenge that physiology faces today.

What was Claude Bernard’s problem? It was that
the chemists had created ‘organic’ molecules. This was
a major development, since people had thought since
Lémery’s Cours de Chymie (published in 1675) that there
were three completely separate classes of compounds:
mineral, vegetable and animal. The first break in this
idea came from the work of Lavoisier (1784), who
showed that all compounds from vegetable and animal
sources always contained at least carbon and hydrogen,
and frequently nitrogen and phosphorus. This work
bridged the vegetable–animal chemical boundary, but it
left intact the boundary between the living and non-
living. In fact, Berzelius (1815) even proposed that
organic compounds were produced by laws different from
inorganic compounds; the idea that there was a specific
vital force that could not operate outside living systems.
In 1828, however, Wöhler succeeded in creating urea from
ammonium cyanate. The distinction between organic and
non-organic origins was further weakened by Kolbe who,
in 1845, synthesized acetic acid from its elements. Many

C© 2008 The Author. Journal compilation C© 2008 The Physiological Society DOI: 10.1113/expphysiol.2007.038695
 at University Of Oxford on January 2, 2008 ep.physoc.orgDownloaded from 

http://ep.physoc.org


Exp Physiol 93.1 pp 16–26 Systems biology and the future of physiology 17

other discoveries of this kind (Finar, 1964) led to the idea
that life itself could be reduced to chemistry and physics.

This was the challenge that physiologists such as
Claude Bernard faced. His answer was precise. Neither
vitalism nor chemical reductionism characterized living
organisms. To the challenge that ‘There are . . . chemists
and physicists who . . . try to absorb physiology and
reduce it to simple physico-chemical phenomena’, Bernard
responded, ‘Organic individual compounds, though well
defined in their properties, are still not active elements in
physiological phenomena. They are only passive elements
in the organism.’ The reason, he explained, is that ‘The
living organism does not really exist in the milieu extérieur
but in the liquid milieu intérieur . . .. a complex organism
should be looked upon as an assemblage of simple
organisms . . .. that live in the liquid milieu intérieur.’

His response to vitalism was equally robust: ‘Many
physicians . . .. assume a vital force in opposition to
physico-chemical forces. I propose therefore to prove
that the science of vital phenomena must have the same
foundations as the science of the phenomena of inorganic
bodies, and that there is no difference between the
principles of biological science and those of physico-
chemical science.’

By ‘principles’ here Bernard meant the laws governing
the behaviour of the components. The control of the
milieu intérieur meant not that the individual molecules
did anything different from what they would do in non-
living systems, but rather that the ensemble behaves in a
controlled way, the controls being those that maintain the
constancy of the internal environment. How could that
be formalized? Could there be a theoretical physiology?
Physical scientists had long since used mathematics to
formalize their theories. Could that also be done in
physiology? Bernard’s answer to this question was ‘yes,
but not yet.’ He cautioned, ‘The most useful path for
physiology and medicine to follow now is to seek to
discover new facts instead of trying to reduce to equations
the facts which science already possesses.’ I believe that
this view has been in part responsible for the broadly
antitheoretical stance of British and American Physiology.
It is important, therefore, to recognize that it represents
only half of Bernard’s views on the matter. For the emphasis
in that statement should be on the word now. He also
wrote that it was necessary to ‘fix numerically the relations’
between the components. He continued: ‘This application
of mathematics to natural phenomena is the aim of all
science, because the expression of the laws of phenomena
should always be mathematical.’ His caution, therefore,
was purely practical and temporal. In 1865 he saw, correctly
of course, that physiology simply did not have enough data
to make much mathematical application worthwhile at
that time. But he clearly foresaw that the day would come
when there would be sufficient data and that mathematical
analysis would then become necessary.

The problem physiology faces today both resembles that
faced by Bernard and differs from it. We face a new form
of reductionism: that of genetic determinism, exemplified
by the idea that there is a genetic program, what Jacob and
Monod called ‘le programme génétique’ (Monod & Jacob,
1961; Jacob, 1970). This challenge strongly resembles that
of ‘reducing life to physics and chemistry’, the chemical
being DNA. The major difference from Bernard’s day is
that we now have more facts than we can handle. There
is a data explosion at all levels of biology. The situation
is almost the reverse of that in Bernard’s time. I have no
doubt, therefore, that if he were alive today he would be
championing his ‘application of mathematics to natural
phenomena.’ I will illustrate why this is necessary and how
it can be achieved by outlining some principles of systems
biology from a physiologist’s viewpoint. The principles are
derived from my book on systems biology, The Music of
Life (Noble, 2006), but their arrangement as a set of 10 was
first presented by Noble (2007).

The principles of systems biology

First principle: biological functionality is multilevel. I
start with this principle because it is obviously true, all
the other principles can be shown to follow from it,
and it is therefore the basis on which a physiological
understanding of the phenomenon of life must be based.
It is also a more general statement of the insight contained
in Claude Bernard’s idea of the constancy of the internal
environment. That functionality is attributable to the
organism as a whole and it controls all the other levels.
This is the main reason why I describe Bernard as the
first systems biologist. It is hard to think of a more
important overall systems property than the one Bernard
first identified.

Yet, the language of modern reductionist biology often
seems to deny this obvious truth. The enticing metaphor
of the ‘book of life’ made the genome into the modern
equivalent of the ‘embryo-homunculus’, the old idea that
each fertilized egg contains within it a complete organism
in miniature (Mayr, 1982; p. 106). That the miniature is
conceived as a digital ‘map’ or ‘genetic program’ does
not avoid the error to which I am drawing attention,
which is the idea that the living organism is simply the
unfolding of an already-existing program, fine-tuned by
its interaction with its environment, to be sure, but in all
essentials, already there in principle as a kind of zipped-up
organism. In its strongest form, this view of life leads to
gene-selectionism and to gene-determinism: ‘They [genes]
created us body and mind’ (Dawkins, 1976).

Dawkins himself does not really believe that. In a more
recent book, he entitles one chapter ‘Genes aren’t us’
(Dawkins, 2003) and, even in The Selfish Gene, the bold,
simple message of the early chapters is qualified at the

C© 2008 The Author. Journal compilation C© 2008 The Physiological Society
 at University Of Oxford on January 2, 2008 ep.physoc.orgDownloaded from 

http://ep.physoc.org


18 D. Noble Exp Physiol 93.1 pp 16–26

end. My reservations, however, go much further than
his. For, in truth, the stretches of DNA that we now
call genes do nothing on their own. They are simply
databases used by the organism as a whole. This is the
reason for replacing the metaphor of the ‘selfish’ gene by
genes as ‘prisoners’ (Noble, 2006; chapter 1). As Maynard
Smith & Szathmáry (1999) express it, ‘Co-ordinated
replication prevents competition between genes within a
compartment, and forces co-operation on them. They are
all in the same boat.’ From the viewpoint of the organism,
genes as DNA molecules are therefore captured entities,
no longer having a life of their own independent of the
organism.

Second principle: transmission of information is not one

way. The central dogma of molecular biology (Crick,
1970) is that information flows from DNA to RNA, from
RNA to proteins, which can then form protein networks,
and so on up through the biological levels to that of the
whole organism. Information does not flow the other way.
This is the dogma that is thought to safeguard modern
neo-Darwinian theory from the spectre of ‘Lamarckism’,
the inheritance of acquired characteristics. Applied to all
the levels, this view is illustrated in Fig. 1. It encourages the
bottom-up view of systems biology, the idea that if we knew
enough about genes and proteins we could reconstruct all
the other levels. Bioinformatics alone would be sufficient.

There are two respects in which the dogma is at
least incomplete. The first is that it defines the relevant
information uniquely in terms of the DNA code, the
sequence of C, G, A, T bases. But the most that this
information can tell us is which protein will be made. It
does not tell us how much of each protein will be made.
Yet, this is one of the most important characteristics of
any living cell. Consider the speed of conduction of a
nerve or muscle impulse, which depends on the density of
rapidly activated sodium channels: the larger the density,
the greater the ionic current and the faster the conduction.
But this relationship applies only up to a certain optimum
density, since the channel gating also contributes to the
cell capacitance, which itself slows conduction, so there
is a point beyond which adding more channel proteins
is counter-productive (Hodgkin, 1975; Jack et al. 1975;
p. 432). A feedback mechanism must therefore operate
between the electrical properties of the nerve and the
expression levels of the sodium channel protein. We now
refer to such feedback mechanisms in the nervous system,
which take many forms, as electro-transcription coupling
(e.g. Deisseroth et al. 2003).

Similar processes must occur in the heart (e.g. Bers
& Guo, 2005) and all the other organs. One of the
lessons I have learnt from many attempts to model cardiac
electrophysiology (Noble, 2002) is that, during the slow
phases of repolarization and pacemaker activity, the ionic
currents are so finely balanced that it is inconceivable that

nature arrives at the correct expression and activity levels
without some kind of feedback control. We don’t yet know
what that control might be, but we can say that it must exist.
Nature cannot be as fragile as our computer models are!
Robustness is an essential feature of successful biological
systems.

There is nothing new in the idea that such feedback
control of gene expression must exist. It is, after all, the
basis of cell differentiation. All nucleated cells in the body
contain exactly the same genome (with the exception of
course of the germ cells, with only half the DNA). Yet the
expression pattern of a cardiac cell is completely different
from, say, a hepatic or bone cell. Moreover, whatever is
determining those expression levels is accurately inherited
during cell division. This cellular inheritance process is
robust; it depends on some form of gene marking. It is
this information on relative gene expression levels that is
critical in determining each cell type.

By what principle could we possibly say that this is not
relevant information? In the processes of differentiation
and growth it is just as relevant as the raw DNA sequences.
Yet, it is clear that this information does travel ‘the other
way’. The genes are told by the cells and tissues what
to do, how frequently they should be transcribed and
when to stop. There is ‘downward causation’ (Noble, 2006;
chapter 4) from those higher levels that determines how
the genome is ‘played’ in each cell (Fig. 2). Moreover, the
possible number of combinations that could arise from
so many gene components is so large (Feytmans et al.
2005) that there wouldn’t be enough material in the whole
universe for nature to have tried more than a small fraction

The reductionist causal chain

organism

organs

tissues

cells 

sub-cellular mechanisms

pathways

proteins 

genes

Figure 1. The reductionist ‘bottom-up’ causal chain (reproduced

with permission from Noble, 2006)

This begins with the central dogma that information flows from DNA

to proteins (bottom dotted arrow), never the other way, and extends

the same concept through all the higher levels.
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of the possible combinations even over the billions of years
of evolution (Noble, 2006; chapter 2).

So the dogma is at least incomplete. But I also
think it is incorrect in several important ways. Sure,
protein sequences are not back-translated to form DNA
sequences. In this limited original form, as formulated by
Crick (1970), the central dogma is correct. But there is
growing evidence from work on plants and microbes that
environmental factors do change the genome, particularly
by gene transfer (Goldenfeld & Woese, 2007). We cannot,
therefore, use the original central dogma to exclude
information transfer into the genome, determined by the
organism and its environment.

Moreover, the DNA code itself is marked by the
organism. This is the focus of the rapidly growing field
of epigenetics (Qiu, 2006). At least two such mechanisms
are now known at the molecular level: methylation of
cytosine bases and control by interaction with the tails of
histones around which the DNA is wound. Both of these
processes modulate gene expression. The terminological
question then arises: do we regard this as a form of code-
modification? Is a cytosine, the C of the code, a kind of C∗

when it is methylated? That is a matter of definition of code,
and one which I will deal with in the next section, but what
is certain is that it is relevant information determining
levels of gene expression, and that this information does
flow against the direction of the central dogma. In fact,
a form of inheritance of acquired characteristics (those
of specific cell types) is rampant within all multicellular
organisms with very different specialized cell types (Noble,

Downward causation

organism

organs

tissues

cells 

sub-cellular mechanisms

pathways

proteins 

genes

Higher level

triggers of

cell signalling

Higher level

controls of

gene 

expression 

Protein machinery

reads genes 

Figure 2. Figure 1 has been completed by adding the

downward forms of causation, such as higher levels triggering

cell signalling and gene expression

Note the downward-pointing arrow connecting from proteins to

genes to indicate that it is protein machinery that reads and interprets

gene coding. Loops of interacting downward and upward causation

can be built between all levels of biological organization. Reproduced

with permission from Noble (2006).

2006; chapter 7). At the least we have to say that, during
the lifetime of the individual organism, transmission of
information is far from being one way.

Third principle: DNA is not the sole transmitter of

inheritance. The defenders of the original version of the
central dogma would argue that, while my conclusions
regarding the second principle are correct, what happens
when information is transmitted to the next generation
through the germ-line nevertheless involves wiping the
slate clean of epigenetic effects. Methylation of cytosine
bases and other forms of genome marking are removed.
The genome is reset so that ‘Lamarckism’ is impossible.

But this is to put the matter the wrong way round. We
need to explain why the genome (usually) reverts to an
unmarked state. We don’t explain that by appealing to the
central dogma, for that dogma is simply a restatement of
the same idea. We are in danger of circular logic here. Later,
I will suggest a plausible reason why, at least most of the
time, the resetting is complete, or nearly so. In order to
do that, we first need to analyse the idea that genetics, as
originally understood, is just about DNA.

This is not the original biological meaning of ‘gene’.
The concept of a gene has changed (Kitcher, 1982; Mayr,
1982; Dupré, 1993; Pichot, 1999). Its original biological
meaning was an inheritable phenotype characteristic, such
as eye/hair/skin colour, body shape and weight, number of
legs/arms, to which we could perhaps add more complex
traits like intelligence, personality, sexuality, etc. Genes, as
originally conceived, are not just the same as stretches of
DNA unless we subscribe to the view that the inheritance
of all such characteristics is attributable entirely to DNA
sequences. That is clearly false, since the egg cell is also
inherited, together with any epigenetic characteristics
transmitted by sperm (Anway et al. 2005), perhaps via RNA
in addition to its DNA, and all the epigenetic influences
of the mother and environment. Of course, the latter
(environment) begins to be about ‘nurture’ rather than
‘nature’, but one of my points is that this distinction is
fuzzy. The proteins that initiate gene transcription in the
egg cell and impose an expression pattern on the genome
are initially from the mother, and other such influences
continue throughout development in the womb. Where
we draw the line between nature and nurture is not
at all obvious. There is an almost seamless transition
from one to the other. ‘Lamarckism’, the inheritance of
acquired characteristics, lurks in this fuzzy crack to a
degree yet to be defined (Jablonka & Lamb, 1995, 2005).
As the evolutionary geneticist Maynard Smith says, ‘It
[Lamarckism] is not so obviously false as is sometimes
made out’ (Maynard Smith, 1998).

Inheritance of the egg cell is important for two reasons.
First, it is the egg cell DNA-reading machinery (a set of
around 100 proteins and the associated cellular ribosome
architecture) that enables the DNA to be used as a
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template to make more proteins. Second, the set of other
cellular elements, mitochondria, endoplasmic reticulum,
microtubules, nuclear and other membranes, and a host of
chemicals arranged specifically in cellular compartments,
is also inherited. Most of this is not coded for by DNA
sequences. Lipids certainly are not so coded. But they
are absolutely essential to all the cell architecture. There
would be no cells, nuclei, mitochondria, endoplasmic
reticulum, ribosomes and all the other cellular machinery
and compartments without the lipids. The specific details
of all this cellular machinery matter. We can’t make any
old DNA do its thing in any old egg cell. Most attempts at
interspecies cloning simply don’t work. Invariably, a block
occurs at an early stage in development. The only successful
case so far is that of a wild ox (Bos javanicus) cloned in a
domestic cow egg. The chances are that it will work only
in very closely related species. The egg cell information is
therefore also species specific.

Could epigenetic inheritance and its exclusion from the
germ cell line be a requirement of multicellular harmony?
The exact number of cell types in a human is debatable.
It is partly a question of definition. A project that seeks to
model all the cell types in the body, the Human Physiome
Project (Crampin et al. 2004), estimates that there are
around 200, all with completely different gene expression
patterns. There would be even more if one took account of
finer variations, such as those that occur in various regions
of the heart and which are thought to protect the heart
against fatal arrhythmias.

The precise number is not too important. The
important fact is that it is large and that the range of
patterns of gene expression is therefore also large and
varied. Their patterns must also be harmonious in the
context of the organism as a whole. They are all in the
same boat; they sink or swim together. Disturbing their
harmony would have serious consequences. It was arrived
at after more than 2 billion years of experimentation.

Each cell type is so complex that the great majority
of genes are expressed in many cell types. So it makes
sense that all the cells in the body have the same
gene complement, and that the coding for cell type is
transmitted by gene marking, rather than by gene
complement. I think that this gives the clue to the purpose
of re-setting in germ-line inheritance. Consider what
would happen if germ-line inheritance reflected adaptive
changes in individual cell types. Given that all cell types
derive ultimately from the fused germ-line cells, what
would the effect be? Clearly, it would be to alter the patterns
of expression in nearly all the cell types. There would be
no way to transmit an improvement in, say, heart function
to the next generation via gene marking of the germ cells
without also influencing the gene expression patterns in
many other types of cell in the body. And of course there
is no guarantee that what is beneficial for a heart cell will
be so in, say, a bone cell or a liver cell. On the contrary, the

chances are that an adaptation beneficial in one cell type
would be likely to be deleterious in another.

Much better, therefore, to let the genetic influences
of natural selection be exerted on undifferentiated cells,
leaving the process of differentiation to deal with the fine-
tuning required to code for the pattern of gene expression
appropriate to each type of cell. If this explanation is
correct, we would not necessarily expect it to be 100%
effective. It is conceivable that some germ-line changes
in gene expression patterns might be so beneficial for
the organism as a whole, despite deleterious effects on a
few cell lines, that the result would favour selection. This
could explain the few cases where germ-line ‘Lamarckian’
inheritance seems to have occurred. It also motivates the
search for other cases. The prediction would be that it
will occur in multicellular species only when beneficial to
overall intercellular harmony. It might be more likely to
occur in simpler species. That makes sense in terms of the
few examples that we have so far found (Maynard Smith,
1998). Notice that, in contrast to the central dogma, this
explanation is a systems level explanation.

Finally, in this section, I will comment on the concept
of code. Applied to DNA, this is clearly metaphorical. It
is also a useful metaphor, but we should beware of its
limitations. One of these is to imply that only information
that is coded is important, as in talk of the genome as
the ‘book of life’. The rest of cellular inheritance is not so
coded; in fact, it is not even digital. The reason is very
simple. The rest of the cellular machinery doesn’t need
to ‘code for’ or get ‘translated into’ anything else for the
simple reason that it ‘represents’ itself; cells divide to form
more cells, to form more cells, and so on. In this sense,
germ-line cells are just as ‘immortal’ as DNA but a lot
of this information is transmitted directly without having
to be encoded. We should beware of thinking that only
digitally ‘coded’ information is what matters in genetic
inheritance.

Fourth principle: the theory of biological relativity;

there is no privileged level of causality. A fundamental
property of systems involving multiple levels between
which there are feedback control mechanisms is that
there is no privileged level of causality. Consider, as an
example, the cardiac pacemaker mechanism. This depends
on ionic current generated by a number of protein channels
carrying sodium, calcium, potassium and other ions. The
activation, de-activation and inactivation of these channels
proceed in a rhythmic fashion in synchrony with the
pacemaker frequency. We might therefore be tempted to
say that their oscillations generate that of the overall cell
electrical potential, i.e. the higher-level functionality. But
this is not the case. The kinetics of these channels varies
with the electrical potential. There is therefore feedback
between the higher-level property, the cell potential, and
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the lower level property, the channel kinetics (Noble, 2006;
chapter 5). This form of feedback was originally identified
by Alan Hodgkin working on the nerve impulse, so it is
sometimes called the Hodgkin cycle. If we remove the
feedback, e.g. by holding the potential constant, as in a
voltage clamp experiment, the channels no longer oscillate
(Fig. 3). The oscillation is therefore a property of the system
as a whole, not of the individual channels or even of a set
of channels unless they are arranged in a particular way in
the right kind of cell.

Nor can we establish any priority in causality by asking
which comes first, the channel kinetics or the cell potential.
This fact is also evident in the differential equations we use
to model such a process. The physical laws represented in
the equations themselves, and the initial and boundary
conditions, operate at the same time (i.e. during every
integration step, however infinitesimal), not sequentially.
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Figure 3. Computer model of

pacemaker rhythm in the heart

(reproduced with permission from

Noble & Noble, 1984)

For the first four beats, the model is

allowed to run normally and generates

rhythm closely similar to a real heart. Then

the feedback from cell voltage to protein

channels is interrupted. All the protein

channel oscillations then cease. They slowly

change to steady, constant values. The

diagram shows the causal loop involved.

Protein channels carry current that changes

the cell voltage (upward arrow), while the

cell voltage changes the protein channels

(downward arrow). In the simulation, this

downward arrow was broken at 800 ms.

It is simply a prejudice that inclines us to give some
causal priority to lower-level, molecular events. The
concept of level in biology is itself metaphorical. There is
no literal sense in which genes and proteins lie underneath
cells, tissues and organs. It is a convenient form of
biological classification to refer to different levels, and we
would find it very hard to do without the concept (Fig. 4).
But we should not be fooled by the metaphor into thinking
that ‘high’ and ‘low’ here have their normal meanings.
From the metaphor itself, we can derive no justification
for referring to one level of causality as privileged over
others. That would be a misuse of the metaphor of level.

One of the aims of my book, The Music of Life
(Noble, 2006), is to explore the limitations of biological
metaphors. This is a form of linguistic analysis that is rarely
applied in science, though a notable exception is Steven
J. Gould’s monumental work on the theory of evolution
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(Gould, 2002), in which he analyses the arguments for the
multiplicity of levels at which natural selection operates.

These points can be generalized to any biological
function. The only sense in which a particular level might
be said to be privileged is that, in the case of each function,
there is a level at which the function is integrated, and it is
one of our jobs as biological scientists to determine what
that level may be.

The idea that there is no privileged level of causality
has a much wider range of applications than purely
biological ones (Dupré, 1993; Cartwright, 1999; Keller,
2002), though the idea is rarely expressed in this bold,
relativistic form. I use the word ‘relativity’ in formulating
the principle because it shares certain features with theories
of scale relativity proposed by some theoretical physicists,
in particular the idea that there is no privileged scale, which
is at the foundation of the theory of scale relativity (Nottale,
1993). There is an obvious correlation between scale and
level, since lower and higher levels in any system operate
at different scales. For this reason, some have proposed the
application of the scale relativity theory framework and
its associated mathematical tools to tackle the challenge of
multiscale integration in systems biology (Nottale, 2000;
Auffray & Nottale, 2008; Nottale & Auffray, 2008). But it
is too early to judge whether this can provide a firm basis
to a fully fledged theory of systems biology. Although the
theory of scale relativity has already delivered a number
of predictions in the realm of astrophysics which have
been validated by subsequent observations, it still has to
establish fully its position within theoretical physics. Nor
is it possible yet to decide which principles are specific
to systems biology and which are of general importance
beyond the boundaries of biology.

Figure 4. Spatial (top) and temporal (bottom) scales encompassed by the Human Physiome Project

The types of mathematical model appropriate to each spatial scale are also indicated. The last two images on the

right in this figure, and all subsequent anatomical images, are from anatomically based models developed by the

Auckland Bioengineering group. The tissue image is a three-dimensional confocal microscopy reconstruction of a

transmural segment of rat heart by the Auckland group led by Peter Hunter (Hunter et al. 2002). Abbreviations:

ML, markup language; ODE, ordinary differential equations; PDE, partial differential equations. Reproduced with

Permission from Hunter et al. (2002).

Fifth principle: gene ontology will fail without higher-

level insight. Genes, as defined by molecular genetics
to be the coding regions of DNA, code for proteins.
Biological function then arises as a consequence of
multiple interactions between different proteins in the
context of the rest of the cell machinery. Each function
therefore depends on many genes, while many genes play
roles in multiple functions. What then does it mean to give
genes names in terms of functions? The only unambiguous
labelling of genes is in terms of the proteins for which they
code. Thus, the gene for the sodium–calcium exchange
protein is usually referred to as ncx. Ion channel genes are
also often labelled in this way, as in the case of sodium
channel genes being labelled scn.

This approach, however, naturally appears
unsatisfactory from the viewpoint of a geneticist,
since the original question in genetics was not which
proteins are coded for by which stretches of DNA [in fact,
early ideas on where the genetic information might be
found (Schrödinger, 1944) favoured the proteins], but
rather what is responsible for higher-level phenotype
characteristics. There is no one-to-one correspondence
between genes or proteins and higher-level biological
functions. Thus, there is no ‘pacemaker’ gene. Cardiac
rhythm depends on many proteins interacting within the
context of feedback from the cell electrical potential.

Let’s do a thought experiment. Suppose we could knock
out the gene responsible for L-type calcium channels and
still have a living organism (perhaps because a secondary
pacemaker takes over and keeps the organism viable – and
something else would have to kick-in to enable excitation–
contraction coupling, and so on throughout the body
because L-type calcium channels are ubiquitous!). Since
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L-type calcium current is necessary for the upstroke of the
action potential in the SA node of most species, we would
find that we had abolished normal pacemaker rhythm.
Do we then call the gene for L-type calcium channels the
‘pacemaker’ gene? The reason why this is unsatisfactory,
even misleading, to a systems-level biologist is obvious. Yet
it is the process by which we label many genes with high-
level functions. The steadily growing list of ‘cancer genes’
have been identified in this way, by determining which
mutations (including deletions) change the probability
of cancer occurring. We can be fairly sure though that
this characteristic is not why they were selected during
the evolutionary process. In this sense, there are no
‘cancer genes’. As the Gene Ontology (GO) Consortium
(http://geneontology.org/) puts it, ‘oncogenesis is not a
valid GO term because causing cancer is not the normal
function of any gene’.

Another good example of this approach is the discovery
of what are called clock genes, involved in circadian
rhythm. Mutations in a single gene (now called the period
gene) are sufficient to abolish the circadian period of fruit
flies (Konopka & Benzer, 1971). This discovery of the first
‘clock gene’ was a landmark, since it was the first time
that a single gene had been identified as playing such a
key role in a high-level biological rhythm. The expression
levels of this gene are clearly part of the rhythm generator.
They vary (in a daily cycle) in advance of the variations
in the protein for which they code. The reason is that
the protein is involved in a negative feedback loop with
the gene that codes for it (Hardin et al. 1990). The idea
is very simple. The protein levels build up in the cell as
the period gene is read to produce more protein. The
protein then diffuses into the nucleus, where it inhibits
further production of itself by binding to the promoter
part of the gene sequence. With a time delay, the protein
production falls off and the inhibition is removed so that
the whole cycle can start again. So, we not only have a
single gene capable of regulating the biological clockwork
that generates circadian rhythm, it is itself a key component
in the feedback loop that forms the rhythm generator.

However, such rhythmic mechanisms do not work in
isolation. There has to be some connection with light-
sensitive receptors (including the eyes). Only then will
the mechanism lock on to a proper 24 h cycle rather than
free-running at say 23 or 25 h. In the mouse, for example,
many other factors play a role. Moreover, the clock gene
itself is involved in other functions. That is why Foster and
Kreitzman have written ‘What we call a clock gene may
have an important function within the system, but it could
be involved in other systems as well. Without a complete
picture of all the components and their interactions, it is
impossible to tell what is part of an oscillator generating
rhythmicity, what is part of an input, and what is part
of an output. In a phrase, it ain’t that simple!’ (Foster &
Kreitzman, 2004).

Indeed not. The period gene has also been found to
be implicated in embryonic development as the adult fly is
formed over several days, and it is deeply involved in coding
for the male love songs generated by wing-beat oscillations
which are specific to each of around 5000 species of fruit fly
and ensure that courtship is with the right species. Perhaps
it should be renamed the ‘fruit fly love gene’!

The point is obvious. We should not be misled by gene
ontology. The first function a gene is found to be involved
in is rarely, if ever, the only one and may not even be the
most important one. Gene ontology will require higher-
level insight to be successful in its mission. Moreover,
current methods of relating genotype to phenotype suffer
from a major methodological limitation: by determining
the effects of changes (mutations) in the genome, we can
say little a priori on the direct causal relations between
wild-type genes and the phenotype. They reveal simply the
differences produced as a result of the change in genotype.
All the causal effects common to both the wild-type and the
mutated gene are hidden. What is observed may be just the
tip of the iceberg.

Gene ontology in its fullest sense, as originally conceived
by geneticists to relate genes to high-level features, is
therefore very difficult and subject to many traps for the
unwary. This would explain why projects such as the
GO Consortium are more limited in their scope. Thus,
GO assigns three categories to a gene, namely molecular
function, biological process and cellular component,
which are not intended to deal with higher-level function.
It specifically excludes protein domains or structural
features, protein–protein interactions, anatomical or
histological features above the level of cellular components,
including cell types, and it excludes the environment,
evolution and expression. In other words, it excludes
virtually all of what we classically understand by physiology
and most aspects of evolutionary biology.

Sixth principle: there is no genetic program. No genetic
programs? Surely, they are all over the place! They are
the crown jewels of the molecular genetic revolution,
invented by none other than the famous French Nobel
Prize winners, Monod and Jacob (Monod & Jacob, 1961;
Jacob, 1970). Their enticing idea was born during the early
days of electronic computing, when computers were fed
with paper tape or punched cards coded with sequences of
instructions. Those instructions were clearly separate from
the machine itself that performed the operations. They
dictated those operations. Moreover, the coding is digital.
The analogy with the digital code of DNA is obvious. So,
are the DNA sequences comparable to the instructions of
a computer program?

An important feature of such computer programs is
that the program is separate from the activities of the
machine that it controls. Originally, the separation was
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physically complete, with the program on the tape or cards
only loaded temporarily into the machine. Nowadays, the
programs are stored within the memory of the machine,
and the strict distinction between the program, the data
and the processes controlled may be breaking down.
Perhaps computers are becoming more like living systems,
but in any case the concept of a genetic program was born
in the days when programs were separate, identifiable sets
of instructions.

So, what do we find when we look for genetic programs
in an organism? We find no genetic programs! There are
no sequences of instructions in the genome that could
possibly play a role similar to that of a computer program.
The reason is very simple. A database, used by the system
as a whole, is not a program. To find anything comparable
to a program we have to extend our search well beyond the
genome itself. Thus, as we have seen above, the sequence of
events that generates circadian rhythm includes the period
gene, but it necessarily also includes the protein for which
it codes, the cell in which its concentration changes and
the nuclear membrane across which it is transported with
the correct speed to effect its inhibition of transcription.
This is a gene–protein–lipid–cell network, not simply a
gene network. The nomenclature matters. Calling it a gene
network fuels the misconception of genetic determinism.
In the generation of a 24 h rhythm, none of these events
in the feedback loop is privileged over any other. Remove
any of them, not just the gene, and you no longer have
circadian rhythm.

Moreover, it would be strange to call this network of
interactions a program. The network of interactions is
itself the circadian rhythm process. As Enrico Coen, the
distinguished plant geneticist, put it, ‘Organisms are not
simply manufactured according to a set of instructions.
There is no easy way to separate instructions from the
process of carrying them out, to distinguish plan from
execution’ (Coen, 1999). In short, the concept of a program
here is completely redundant. It adds nothing to what a
systems approach to such processes can reveal.

Seventh principle: there are no programs at any other

level. I have introduced the analogy of the genome as a
database and the metaphor of ‘genes as prisoners’ in order
to provoke the change in mindset that is necessary for a
fully systems approach to biology to be appreciated. The
higher levels of the organism ‘use the database’ and ‘play
the genome’ to produce functionality. If the genome can
be likened to a huge pipe organ (Noble, 2006; chapter 2),
then it seems correct to ask who is the player, who was the
composer? If we can’t find the program of life at the level
of the genome, at what level do we find it? The answer is
‘nowhere’!

We should view all such metaphors simply as ladders
of understanding. Once we have used them we can, as it
were, throw them away. This way of thinking can seem

strange to some scientists for whom there must be just
one correct answer to any scientific question. I explore this
important issue in The Music of Life by analysing the ‘selfish
gene’ and ‘prisoner gene’ metaphors linguistically to reveal
that no conceivable experiment could decide which is
correct (Noble, 2006; chapter 1). They highlight totally
different aspects of the properties of genes. This philosophy
is applied throughout the book as it answers questions
like ‘where is the program of life?’ The conclusion is
simply that there are no such programs at any level. At
all levels, the concept of a program is redundant since, as
with the circadian rhythm network, the networks of events
that might be interpreted as programs are themselves the
functions we are seeking to understand. Thus, there is
no program for the heart’s pacemaker separate from the
pacemaker network itself.

While causality operates within and between all levels
of biological systems, there are certain levels at which so
many functions are integrated that we can refer to them
as important levels of abstraction. Sydney Brenner wrote,
‘I believe very strongly that the fundamental unit, the
correct level of abstraction, is the cell and not the genome’
(unpublished Lecture, Columbia University, 2003). He is
correct, since the development of the eukaryotic cell was a
fundamental stage in evolutionary development, doubtless
requiring at least a billion years to be achieved. To systems
physiologists though there are other important levels of
abstraction, including whole organs and systems.

Eighth principle: there are no programs in the brain.

In his book The Astonishing Hypothesis, Francis Crick
proclaimed, ‘You, your joys and your sorrows, your
memories and your ambitions, your sense of personal
identity and free will, are in fact no more than the
behaviour of a vast assembly of nerve cells and their
associated molecules’ (Crick, 1994). This is a variation
of the idea that in some sense or other, the mind is just
a function of the brain. The pancreas secretes insulin,
endocrine glands secrete hormones . . . and the brain
‘secretes’ consciousness! All that’s left is to find out how
and where in the brain that happens. In one of his last
statements, Crick has even hinted at where that may be:
‘I think the secret of consciousness lies in the claustrum’
(Francis Crick, 2004, quoted by V. S. Ramachanran, in
The Astonishing Francis Crick, Edge, 18 October, 2004,
http://www.edge.org/3rd˙culture/crick04/crick04˙index.
html). This structure is a thin layer of nerve cells in the
brain. It is very small and it has many connections to other
parts of the brain, but the details are of no importance to
the argument. The choice of brain location for the ‘secret
of consciousness’ varies greatly according to the author.
Descartes even thought that it was in the pineal gland.
The mistake is always the same, which is to think that in
some way or other the brain is a kind of performance
space in which the world of perceptions is reconstructed
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inside our heads and presented to us as a kind of Cartesian
theatre. But that way of looking at the brain leaves open
the question: where is the ‘I’, the conscious self that sees
these reconstructions? Must that be another part of the
brain that views these representations of the outside
world?

We are faced here with a mistake similar to that of
imagining that there must be programs in the genomes,
cells, tissues and organs of the body. There are no such
programs, even in the brain. The activity of the brain
and of the rest of the body simply is the activity of the
person, the self. Once again, the concept of a program
is superfluous. When a guitarist plays the strings of his
guitar at an automatic speed that comes from frequent
practice, there is no separate program that is making him
carry out this activity. The patterns and processes in his
nervous system and the associated activities of the rest
of his body simply are him playing the guitar. Similarly,
when we deliberate intentionally, there is no nervous
network ‘forcing’ us to a particular deliberation. The
nervous networks, the chemistry of our bodies, together
with all their interactions within the social context in which
any intentional deliberation makes sense, are us acting
intentionally. Looking for something in addition to those
processes is a mistake.

Ninth principle: the self is not an object. In brief, the mind
is not a separate object competing for activity and influence
with the molecules of the body. Thinking in that way was
originally the mistake of the dualists, such as Sherrington
and Eccles, led by the philosophy of Descartes. Modern
biologists have abandoned the separate substance idea,
but many still cling to a materialist version of the same
mistake (Bennett & Hacker, 2003), based on the idea that
somewhere in the brain the self is to be found as some
neuronal process. The reason why that level of integration
is too low is that the brain, and the rest of our bodies
which are essential for attributes such as consciousness
to make sense (Noble, 2006; chapter 9), are tools (back
to the database idea again) in an integrative process that
occurs at a higher level involving social interactions. We
cannot attribute the concept of self-ness to ourselves
without also doing so to others (Strawson, 1959). Contrary
to Crick’s view, therefore, our selves are indeed much
‘more than the behaviour of a vast assembly of nerve
cells and their associated molecules’ precisely because the
social interactions are essential even to understanding what
something like an intention might be. I analyse an example
of this point in much more detail in chapter 9 of The Music
of Life. This philosophical point is easier to understand
when we take a systems view of biology, since it is in
many ways an extension of that view to the highest level of
integration in the organism.

Conclusions

Tenth principle: there are many more to be discovered;

a genuine ‘theory of biology’ does not yet exist. Well,
of course, choosing just 10 principles was too limiting.
This last one points the way to many others of whose
existence we have only vague ideas. We do not yet have
a genuine theory of biology. The Theory of Evolution is
not a theory in the sense in which I am using the term.
It is more an historical account, itself standing in need of
explanation. We don’t even know yet whether it consists
of events that are difficult, if not impossible, to analyse
fully from a scientific perspective, or whether it was a
process that would have homed in to the organisms we
have, regardless of the conditions. My own suspicion is
that it is most unlikely that, if we could turn the clock
right back and let the process run again, we would end up
with anything like the range of species we have today on
earth (Gould, 2002).

But, whichever side of this particular debate you may
prefer, the search for general principles that could form the
basis of a genuine theory of biology is an important aim
of systems biology. Can we identify the logic by which the
organisms we find today have succeeded in the competition
for survival? In searching for that logic, we should not
restrict ourselves to the lower levels. Much of the logic of
living systems is to be found at the higher levels, since these
are often the levels at which selection has operated (Keller,
1999; Gould, 2002) and determined whether organisms
live or die. This is the level at which physiology works.
Physiology therefore has a major contribution to make to
systems biology.

In conclusion, I return to the theme with which this
article began. Claude Bernard’s concept of the constancy
of the internal environment was the first example
of multilevel functionality. It was critical in defining
physiology as a subject distinct from the applications
of physics and chemistry. The challenge we face today
resembles that faced by Bernard in the mid-nineteenth
century, but the chemistry involved is that of the molecule
DNA. The answer though should be much the same.
Higher-level control cannot be reduced to lower-level
databases like the genome. A major part of the future of
physiology surely lies in returning to our roots. Higher-
level systems biology is, I suggest, classical physiology by
another name.
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Genes and causation
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Relating genotypes to phenotypes is problematic not only owing to the extreme
complexity of the interactions between genes, proteins and high-level physiological
functions but also because the paradigms for genetic causality in biological systems are
seriously confused. This paper examines some of the misconceptions, starting with the
changing definitions of a gene, from the cause of phenotype characters to the stretches
of DNA. I then assess whether the ‘digital’ nature of DNA sequences guarantees
primacy in causation compared to non-DNA inheritance, whether it is meaningful or
useful to refer to genetic programs, and the role of high-level (downward) causation. The
metaphors that served us well during the molecular biological phase of recent decades
have limited or even misleading impacts in the multilevel world of systems biology.
New paradigms are needed if we are to succeed in unravelling multifactorial genetic
causation at higher levels of physiological function and so to explain the phenomena
that genetics was originally about. Because it can solve the ‘genetic differential effect
problem’, modelling of biological function has an essential role to play in unravelling
genetic causation.

Keywords: genes; genetic causation; genetic program; digital coding;

analogue representation; cell inheritance

1. Introduction: what is a gene?

At first sight, the question raised by this paper seems simple. Genes transmit
inherited characteristics; so in each individual they must be the cause of those
characteristics. And so it was when the idea of a gene was first mooted. The word
itself was coined by Johannsen (1909), but the concept already existed and was
based on ‘the silent assumption [that] was made almost universally that there is a
1:1 relation between genetic factor (gene) and character’ (Mayr 1982).

Since then, the concept of a gene has changed fundamentally (Kitcher 1982;
Mayr 1982; Dupré 1993; Pichot 1999; Keller 2000a,b), and this is a major source
of confusion when it comes to the question of causation. Its original biological
meaning referred to the cause of an inheritable phenotype characteristic, such as
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eye/hair/skin colour, body shape and weight, number of legs/arms/wings, to
which we could perhaps add more complex traits such as intelligence, personality
and sexuality.

The molecular biological definition of a gene is very different. Following the
discovery that DNA codes for proteins, the definition shifted to locatable regions
of DNA sequences with identifiable beginnings and endings. Complexity was
added through the discovery of regulatory elements, but the basic cause of
phenotype characteristics was still the DNA sequence since that determined
which protein was made, which in turn interacted with the rest of the organism
to produce the phenotype.

But unless we subscribe to the view that the inheritance of all phenotype
characteristics is attributable entirely to DNA sequences (which I will show is just
false) then genes, as originally conceived, are not the same as the stretches of DNA.
According to the original view, genes were necessarily the cause of inheritable
phenotypes since that is how they were defined. The issue of causation is now
open precisely because the modern definition identifies them instead with
DNA sequences.

This is not a point that is restricted to the vexed question of the balance of
nature versus nurture. Even if we could separate those out and arrive at
percentages attributable to one or the other (which I believe is misconceived
in a system of nonlinear interactions and in which either on its own is equal to
zero), we would still be faced with the fact that not all the ‘nature’ characteristics
are attributable to DNA alone. Indeed, as we will see as we come to the
conclusion of this paper, strictly speaking no genetic characteristics as originally
defined by geneticists in terms of the phenotype could possibly be attributable to
DNA alone.

My first point therefore is that the original concept of a gene has been taken over
and significantly changed bymolecular biology. This has undoubtedly led to a great
clarification of molecular mechanisms, surely one of the greatest triumphs of
twentieth-century biology, and widely acknowledged as such. But the more
philosophical consequences of this change for higher level biology are profound and
they are much less widely understood. They include the question of causation by
genes. This is also what leads us to questions such as ‘how many genes are there in
the human genome?’, and to the search to identify ‘genes’ in the DNA sequences.

2. Where does the genetic code lie?

Of course, it is an important question to ask which stretches of DNA code for
proteins, and that is a perfectly good molecular biological question. It also leads
us to wonder what the other stretches of DNA are used for, a question to which
we are now beginning to find answers (Pearson 2006). But genetics, as originally
conceived, is not just about what codes for each protein. Indeed, had it turned
out (as in very simple organisms) that each coding stretch of DNA translates into
just one protein, then it would have been as valid to say that the genetic code lies
in the protein sequences, as was originally thought (Schrödinger 1944). We are
then still left with the question ‘how do these sequences, whether DNA or
protein, generate the phenotypic characteristics that we wish to explain?’ Looked
at from this viewpoint, modern molecular biology, starting with Watson and
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Crick’s work, has succeeded brilliantly in mapping sequences of DNA to those of
amino acids in proteins, but not in explaining phenotype inheritance. Whether
we start from DNA or protein sequences, the question is still there. It lies in the
complexity of the way in which the DNA and proteins are used by the organism
to generate the phenotype. Life is not a soup of proteins.

The existence of multiple splice variants and genetic ‘dark matter’ (only 1–2%
of the human genome actually codes for proteins, but much of the rest codes for
non-protein coding RNA; Bickel & Morris 2006; Pearson 2006) has made this
question more complicated in higher organisms, while epigenetics (gene marking)
makes it even more so (Qiu 2006; Bird 2007), but the fundamental point remains
true even for higher organisms. In a more complicated way, the ‘code’ could still
be seen to reside in the proteins. Some (e.g. Scherrer & Jost 2007) have even
suggested that we should redefine genes to be the completed mRNA before
translation into a polypeptide sequence (see also Noble 2008, in press). In that
case, there would be as many as 500 000 genes rather than 25 000. The more
complex genome structure (of multiple exons and introns and the way in which
the DNA is folded in chromosomes) could then be viewed as an efficient way of
preserving and transmitting the ‘real’ causes of biological activity, the proteins.
It is still true that, if we identify genes as just the stretches of DNA and identify
them by the proteins they code for, we are already failing to address the
important issues in relation to genetic determinism of the phenotype. By
accepting the molecular biological redefinition of ‘gene’, we foreclose some of the
questions I want to ask. For, having redefined what we mean by a gene, many
people have automatically taken over the concept of necessary causation that
was correctly associated with the original idea of a gene, but which I will argue is
incorrectly associated with the new definition, except in the limited case of
generating proteins from DNA. This redefinition is not therefore just an arcane
matter of scientific history. It is part of the mindset that needs to change if we
are to understand the full nature of the challenge we face.

3. Digital versus analogue genetic determinism

The main reason why it is just false to say that all nature characteristics are
attributable to DNA sequences is that, by itself, DNA does nothing at all. We also
inherit the complete egg cell, together with any epigenetic characteristics
transmitted by sperm (in addition to its DNA), and all the epigenetic influences
of the mother and environment. Of course, the latter begins to be about ‘nurture’
rather than nature, but one of my points in this paper is that this distinction is
fuzzy. The proteins that initiate gene transcription in the egg cell and impose an
expression pattern on the genome are initially from the mother, and other such
influences continue throughout development in the womb and have influences well
into later life (Gluckman & Hanson 2004). Where we draw the line between nature
and nurture is not at all obvious. There is an almost seamless transition from one
to the other. ‘Lamarckism’, the inheritance of acquired characteristics, lurks in
this fuzzy crack to a degree yet to be defined (Jablonka & Lamb 1995, 2005).

This inheritance of the egg cell machinery is important for two reasons. First,
it is the egg cell gene reading machinery (a set of approx. 100 proteins and the
associated cellular ribosome architecture) that enables the DNA to be used to
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make more proteins. Second, the complete set of other cellular elements,
mitochondria, endoplasmic reticulum, microtubules, nuclear and other mem-
branes and a host (billions) of chemicals arranged specifically in cellular
compartments, is also inherited. Much of this is not coded for by DNA sequences
since they code only for RNA and proteins. Lipids certainly are not so coded. But
they are absolutely essential to all the cell architecture. The nature of the lipids
also determines how proteins behave. There is intricate two-way interaction
between proteins and lipids (see Roux et al. 2008).

One way to look at this situation therefore is to say that there are two
components to molecular inheritance: the genome DNA, which can be viewed as
digital information, and the cellular machinery, which can, perhaps by contrast,
be viewed as analogue information. I will refer to both of these as ‘molecular
inheritance’ to emphasize that the distinction at this point in my argument is
not between genetic molecular inheritance and higher-level causes. The egg
cell machinery is just as molecular as the DNA. We will come to higher-level
causation later.

The difference lies elsewhere. Both are used to enable the organism to capture
and build the new molecules that enable it to develop, but the process involves a
coding step in the case of DNA and proteins, while no such step is involved in the
rest of the molecular inheritance. This is the essential difference.

The coding step in the case of the relationship between DNA and proteins is
what leads us to regard the information as digital. This is what enables us to give
a precise number to the base pairs (3 billion in the case of the human genome).
Moreover, the CGAT code could be completely represented by binary code of the
kind we use in computers. (Note that the code here is metaphorical in a
biological context—no one has determined that this should be a code in the usual
sense. For that reason, some people have suggested that the word ‘cipher’ would
be better.)

By contrast, we cannot put similar precise numbers to the information content
of the rest of the molecular inheritance. The numbers of molecules involved
(trillions) would be largely irrelevant since many are exactly the same, though
their organization and compartmentalization also need to be represented. We
could therefore ask how much digital information would be required to
‘represent’ the non-DNA inheritance but, as with encoding of images, that
depends on the resolution with which we seek to represent the information
digitally. So, there is no simple answer to the question of a quantitative
comparison of the DNA and non-DNA molecular inheritance. But given the sheer
complexity of the egg cell—it took evolution at least 1 or 2 billion years to get to
the eukaryotic cellular stage—we can say that it must be false to regard the
genome as a ‘vast’ database while regarding the rest of the cell as somehow
‘small’ by comparison. At fine enough resolution, the egg cell must contain even
more information than the genome. If it needed to be coded digitally to enable us
to ‘store’ all the information necessary to recreate life in, say, some distant extra-
solar system by sending it out in an ‘Earth-life’ information capsule, I strongly
suspect that most of that information would be non-genomic. In fact, it would be
almost useless to send just DNA information in such a capsule. The chances of
any recipients anywhere in the Universe having egg cells and a womb capable of
permitting the DNA of life on Earth to ‘come alive’ may be close to zero. We
might as well pack the capsule with the bar codes of a supermarket shelf!
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4. Is digital information privileged?

Of course, quantity of information is not the only criterion we could choose.
Whatever its proportion would be in my imagined Earth-life capsule, some
information may be more important than others. So, which is privileged in
inheritance? Would it be the cell or the DNA? ‘How central is the genome?’ as
Werner puts the question (Werner 2007). On the basis of our present scientific
knowledge, there are several ways in which many people would seek to give
primacy to the DNA.

The first is the fact that, since it can be viewed as digital information, in our
computer-oriented age, that can appear to give it more security, to ensure that it
is more reliable, much as the music recorded on a CD is said to be ‘clearer’ and
less ‘noisy’ than that on a vinyl disc. Digital information is discrete and fixed,
whereas analogue information is fuzzy and imprecise. But I wonder whether that
is entirely correct. Large genomes actually require correcting machinery to
ensure their preciseness. Nevertheless, with such machinery, it clearly is secure
enough to act as reliably inheritable material. By contrast, it could be said that
attempting to reduce analogue information, such as image data, to digital form is
always fuzzy since it involves a compromise over questions such as resolution.
But this criterion already biases us towards the DNA. We need to ask the
fundamental question ‘why do we need to prioritize digital information?’ After
all, DNA needs a digital code simply and precisely because it does not code only
for itself. It codes for another type of molecule, the proteins. The rest of the
cellular machinery does not need a code, or to be reduced to digital information,
precisely because it represents itself. To Dawkins’ famous description of DNA as
the eternal replicator (Dawkins 1976, ch. 2), we should add that egg cells, and
sperm, also form an eternal line, just as do all unicellular organisms. DNA cannot
form an eternal line on its own.

So, although we might characterize the cell information as analogue, that is
only to contrast it with being digital. But it is not an analogue representation. It
itself is the self-sustaining structure that we inherit and it reproduces itself
directly. Cells make more cells, which make more cells (and use DNA to do
so),., etc. The inheritance is robust: liver cells make liver cells for many
generations of liver cells, at each stage marking their genomes to make that
possible. So do all the other 200 or so cell types in the body (Noble 2006, ch. 7).
Yet, the genome is the same throughout. That common ‘digital’ code is made to
dance to the totally different instructions of the specific cell types. Those
instructions are ‘analogue’, in the form of continuous variations in imposed
patterns of gene expression. The mistake in thinking of gene expression as digital
lies in focusing entirely on the CGAT codes, not on the continuously variable
degree of expression. It is surely artificial to emphasize one or the other. When it
comes to the pattern of expression levels, the information is analogue.

So, I do not think we get much leverage on the question of privileged causality
(DNA or non-DNA) through the digital–analogue comparison route. We might
even see the digital coding itself as the really hazardous step—and indeed it does
require complex machinery to check for errors in large genomes (Maynard Smith &
Szathmáry 1995; Maynard Smith 1998). Having lipid membranes that automati-
cally ‘accept’ certain lipids to integrate into their structure and so to grow, enable
cells to divide and so on seems also to be chemically reliable. The lipid membranes
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are also good chemical replicators. That process was probably ‘discovered’ and
‘refined’ by evolution long before cells ‘captured’ genes and started the process
towards the full development of cells as we now know them. I suspect that
primitive cells, probably not much more than lipid envelopes with a few RNA
enzymes (Maynard Smith & Szathmáry 1995, 1999), ‘knew’ how to divide and
have progeny long before they acquired DNA genomes.

5. An impossible experiment

Could we get a hold on the question by a more direct (but currently and probably
always impossible; Keller 2000a,b) biological experiment? Would the complete
DNA sequence be sufficient to ‘resurrect’ an extinct species? Could dinosaur
DNA (let us forget about all the technical problems here), for example, be
inserted into, say, a bird egg cell. Would it generate a dinosaur, a bird, or some
extraordinary hybrids?

At first sight, this experiment seems to settle the question. If we get a
dinosaur, then DNA is the primary, privileged information. The non-DNA is
secondary. I suspect that this is what most ‘genetic determinists’ would expect. If
we get a bird, then the reverse is true (this is highly unlikely in my or anyone
else’s view). If we get a hybrid, or nothing (I suspect that this would be the most
likely outcome), we could maintain a view of DNA primacy by simply saying that
there is, from the DNA’s point of view, a fault in the egg cell machinery. But note
the phrase ‘DNA’s point of view’ in that sentence. It already gives the DNA
primacy and so begs the question.

The questions involved in such experiments are important. Cross-species
clones are of practical importance as a possible source of stem cells. They could
also reveal the extent to which egg cells are species specific. This is an old
question. Many early theories of what was called ‘cytoplasm inheritance’ were
eventually proved wrong (Mayr 1982), though Mayr notes that ‘The old belief
that the cytoplasm is important in inheritance . is not dead, although it has
been enormously modified.’ I suspect that the failure of most cross-species clones
to develop to the adult stage is revealing precisely the extent to which ‘the
elaborate architecture of the cytoplasm plays a greater role than is now realized’
(Mayr 1982). Since we cannot have the equivalent of mutations in the case of the
non-DNA inheritance, using different species may be our only route to answering
the question.

Interspecies cloning has already been attempted, though not with extinct
animals. About a decade ago, J. B. Cibelli of Michigan State University tried
to insert his own DNA into a cow egg cell and even patented the technique.
The experiment was a failure and ethically highly controversial. Cibelli has since
failed to clone monkey genes in cow’s eggs. The only successful case is of a wild ox
(a banteng Bos javanicus) cloned in domestic cow’s eggs. The chances are that the
technique will work only on very closely related species. At first sight, a banteng
looks very much like a cow and some have been domesticated in the same way.
More usually, interspecies clones fail to develop much beyond the early embryo.

But however interesting these experiments are, they are misconceived as
complete answers to the question I am raising. Genomes and cells have evolved
together (Maynard Smith & Szathmáry 1995). Neither can do anything without
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the other. If we got a dinosaur from the imagined experiment, we would have to
conclude that dinosaur and bird egg cells are sufficiently similar to make that
possible. The difference (between birds and dinosaurs) would then lie in the DNA
not in the rest of the egg cell. Remember that eukaryotic cells evolved aeons
before dinosaurs and birds and so all cells necessarily have much of their
machinery in common. But that difference does not give us grounds for
privileging one set of information over the other. If I play a PAL video tape on a
PAL reading machine, surely, I get a result that depends specifically on the
information on the tape, and that would work equally well on another PAL
reader, but I would get nothing at all on a machine that does not read PAL
coding. The egg cell in our experiment still ensures that we get an organism at
all, if indeed we do get one, and that it would have many of the characteristics
that are common between dinosaurs and birds. The egg cell inheritance is not
limited merely to the differences we find. It is essential for the totality of what we
find. Each and every high-level function depends on effects attributable to both
the DNA and the rest of the cell. ‘Studying biological systems means more than
breaking the system down into its components and focusing on the digital
information encapsulated in each cell’ (Neuman 2007).

6. The ‘genetic differential effect problem’

This is a version of a more general argument relating to genes (defined here as
DNA sequences) and their effects. Assignment of functions to genes depends on
observing differences in phenotype consequent upon changes (mutations,
knockouts, etc.) in genotype. Dawkins made this point very effectively when
he wrote ‘It is a fundamental truth, though it is not always realized, that
whenever a geneticist studies a gene ‘for’ any phenotypic character, he is always
referring to a difference between two alleles’ (Dawkins 1982).

But differences cannot reveal the totality of functions that a gene may be
involved in, since they cannot reveal all the effects that are common to the wild
and mutated types. We may be looking at the tip of an iceberg. And we may even
be looking at the wrong tip since we may be identifying a gene through the
pathological effects of just one of its mutations rather than by what it does for
which it must have been selected. This must be true of most so-called oncogenes,
since causing cancer is unlikely to be a function for which the genes were selected.
This is why the Gene Ontology (GO) Consortium (http://geneontology.org/)
excludes oncogenesis: ‘oncogenesis is not a valid GO term because causing cancer
is not the normal function of any gene’. Actually, causing cancer could be a
function if the gene concerned has other overwhelming beneficial effects. This is a
version of the ‘sickle cell’ paradigm (Jones 1993, p. 219) and is the reason why I
do not think oncogenesis could never be a function of a gene: nature plays with
balances of positive and negative effects of genes (see ‘Faustian pacts with the
devil’; Noble 2006, p. 109).

Identifying genes by differences in phenotype correlated with those in genotype
is therefore hazardous. Many, probably most, genetic modifications are buffered.
Organisms are robust. They have to be to have succeeded in the evolutionary
process. Even when the function of the gene is known to be significant, a
knockout or mutation may not reveal that significance. I will refer to this
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problem as the genetic differential effect problem.My contention is that it is a very
severe limitation in unravelling the causal effects of genes. I will propose a solution
to the problem later in this paper.

It is also important to remember that large numbers (hundreds or more) of
genes are involved in each and every high-level function and that, at that level,
individual genes are involved in many functions. We cannot assume that the first
phenotype–genotype correlation we found for a given gene is its only or even its
main function.

7. Problems with the central dogma

The video reader is a good analogy so far as it goes in emphasizing that the
reading machinery must be compatible with the coding material, but it is also
seriously limited in the present context. It is best seen as an analogy for the
situation seen by those who take an extension of the central dogma of biology as
correct: information passes from the coded material to the rest of the system but
not the other way. What we now know of epigenetics requires us to modify that
view. The cell machinery does not just read the genome. It imposes extensive
patterns of marking and expression on the genome (Qiu 2006). This is what
makes the precise result of our imagined experiment so uncertain. According to
the central dogma, if the egg cell is compatible, we will automatically get a
dinosaur, because the DNA dictates everything. If epigenetic marking is
important, then the egg cell also plays a determining, not a purely passive,
role. There are therefore two kinds of influence that the egg cell exerts. The first
is that it is totally necessary for any kind of organism at all to be produced. It is
therefore a primary ‘genetic cause’ in the sense that it is essential to the
production of the phenotype and is passed on between the generations. The
second is that it exerts an influence on what kind of organism we find. It must be
an empirical question to determine how large the second role is. At present, we
are frustrated in trying to answer that question by the fact that virtually all
cross-species clones do not develop into adults. As I have already noted, that
result itself suggests that the second role is important.

It would also be an interesting empirical question to determine the range of
species across which the egg cell machinery is sufficiently similar to enable
different genomes to work, but that tells us about similarities of the match of
different genomes with the egg cells of different species, and their mutual
compatibility in enabling development, not about the primacy or otherwise of
DNA or non-DNA inheritance. In all cases, the egg cell machinery is as necessary
as the DNA. And, remember, as ‘information’ it is also vast.

Note also that what is transferred in cross-species cloning experiments is not
just the DNA. Invariably, the whole nucleus is inserted, with all its machinery
(Tian et al. 2003). If one takes the contribution of the egg cell seriously, that is a
very serious limitation. The nucleus also has a complex architecture in addition
to containing the DNA, and it must be full of transcription factors and other
molecules that influence epigenetic marking. Strictly speaking, we should be
looking at the results of inserting the raw DNA into a genome-free nucleus of an
egg cell, not at inserting a whole nucleus, or even just the chromosomes, into
an enucleated egg cell. No one has yet done that. And would we have to include
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the histones that mediate many epigenetic effects? This is one of the reasons,
though by no means the only one, why the dinosaur cloning experiment may
be impossible.

To conclude this section, if by genetic causation we mean the totality of the
inherited causes of the phenotype, then it is plainly incorrect to exclude the non-
DNA inheritance from this role, and it probably does not make much sense to ask
which is more important, since only an interaction between DNA and non-DNA
inheritance produces anything at all. Only when we focus more narrowly on
changes in phenotype attributable to differences in genotype (which is how
functionality of genes is currently assessed) could we plausibly argue that it is all
down to the DNA, and even that conclusion is uncertain until we have carried
out experiments that may reveal the extent to which egg cells are species specific,
since nuclear DNA marking may well be very important.

8. Genetic programs?

Another analogy that has come from comparison between biological systems and
computers is the idea of the DNA code being a kind of program. This idea was
originally introduced by Monod & Jacob (1961) and a whole panoply of
metaphors has now grown up around their idea. We talk of gene networks,
master genes and gene switches. These metaphors have also fuelled the idea of
genetic (DNA) determinism.

But there are no purely gene networks! Even the simplest example of such a
network—that discovered to underlie circadian rhythm—is not a gene network,
nor is there a gene for circadian rhythm. Or, if there is, then there are also
proteins, lipids and other cellular machinery for circadian rhythm.

The circadian rhythm network involves at least three other types of molecular
structures in addition to the DNA code. The stretch of DNA called the period
gene (per) codes for a protein (PER) that builds up in the cell cytoplasm as the
cellular ribosome machinery makes it. PER then diffuses slowly through the
nuclear (lipid and protein) membrane to act as an inhibitor of per expression
(Hardin et al. 1990). The cytoplasmic concentration of PER then falls, and the
inhibition is slowly removed. Under suitable conditions, this process takes
approximately 24 hours. It is the whole network that has this 24 hour rhythm,
not the gene (Foster & Kreitzman 2004). However else this network can be
described, it is clearly not a gene network. At the least, it is a gene–protein–lipid–
cell network. It does not really make sense to view the gene as operating without
the rest of the cellular machinery. So, if this network is part of a ‘genetic
program’, then the genetic program is not a DNA program. It does not lie within
the DNA coding. Moreover, as Foster & Kreitzman emphasized, there are many
layers of interactions overlaid onto the basic mechanism—so much so that it is
possible to knock out the CLOCK gene in mice and retain circadian rhythm
(Debruyne et al. 2006). I prefer therefore to regard the DNA as a database rather
than as a program (Atlan & Koppel 1990; Noble 2006). What we might describe
as a program uses that database, but is not controlled by it.

The plant geneticist Coen (1999) goes even further. I will use my way of
expressing his point, but I would like to acknowledge his ideas and experiments
as a big influence on my thinking about this kind of question. In the early days of
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computing, during the period in whichMonod& Jacob (1961) developed their idea
of le programme génétique, a program was a set of instructions separate from the
functionality it serves. The program was a complete piece of logic, a set of
instructions, usually stored on cards or tapes, that required data to work on and
outputs to produce. Pushing this idea in relation to the DNA/non-DNA issue, we
arrive at the idea that there is a program in the DNA, while the data and output is
the rest: the cell and its environment. Jacob was quite specific about the analogy:
‘The programme is a model borrowed from electronic computers. It equates the
geneticmaterial with themagnetic tape of a computer’ (Jacob 1982). That analogy
is what leads people to talk of the DNA ‘controlling’ the rest of the organism.

Coen’s point is that there is no such distinction in biological systems. As we
have seen, even the simplest of the so-called gene networks are not ‘gene
programs’ at all. The process is the functionality itself. There is no separate
program. I see similar conclusions in relation to my own field of heart rhythm.
There is no heart rhythm program (Noble 2008, in press), and certainly not a
heart rhythm genetic program, separate from the phenomenon of heart rhythm
itself. Surely, we can refer to the functioning networks of interactions involving
genes, proteins, organelles, cells, etc. as programs if we really wish to. They can
also be represented as carrying out a kind of computation (Brenner 1998), in the
original von Neumann sense introduced in his theory of self-reproducing
machines. But if we take this line, we must still recognize that this computation
does not tell something else to carry out the function. It is itself the function.

Some will object that computers are no longer organized in the way they were
in the 1960s. Indeed not, and the concept of a program has developed to the point
at which distinctions between data and instructions, and even the idea of a
separate logic from the machine itself, may have become outdated. Inasmuch as
this has happened, it seems to me that such computers are getting a little closer
to the organization of living systems.

Not only is the period gene not the determinant of circadian rhythm, either
alone or as a part of a pure gene network, but also it could be argued that it is
incorrect to call it a ‘circadian rhythm’ gene. Or, if it is, then it is also a
development gene, for it is used in the development of the fly embryo. And it is a
courtship gene! It is used in enabling male fruitflies to sing (via their wing-beat
frequencies) to females of the correct species of fruitfly (more than 3000 such
species are known). Genes in the sense of the stretches of DNA are therefore like
pieces of re-usable Lego. That is, in principle, why there are very few genes
compared with the vast complexity of biological functions. Needless to say,
human courtship uses other genes! And all of those will be used in many other
functions. My own preference would be to cease using high-level functionality for
naming genes (meaning here DNA sequences), but I realize that this is now a lost
cause. The best we can do is to poke fun at such naming, which is why I like the
Fruit Fly Troubadour Gene story (Noble 2006, p. 72).

9. Higher-level causation

I have deliberately couched the arguments so far in molecular terms because I
wish to emphasize that the opposition to simplistic gene determinism, gene
networks and genetic programs is not based only on the distinction between
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higher- and lower-level causation, but also there are additional factors to be
taken into account as a consequence of multilevel interactions.

The concept of level is itself problematic. It is a metaphor, and a very useful
one in biology. Thus, there is a sense in which a cell, for example, and an organ or
an immune system, is much more than its molecular components. In each of these
cases, the molecules are constrained to cooperate in the functionality of the
whole. Constrained by what? A physicist or an engineer would say that the
constraints do not lie in the laws governing the behaviour of the individual
components—the same quantum mechanical laws will be found in biological
molecules as in molecules not forming part of a biological system. The constraints
lie in the boundary and initial conditions: ‘organisation becomes cause in the
matter’ (Strohman 2000; Neuman 2006). These conditions, in turn, are
constrained by what? Well, ultimately by billions of years of evolution. That
is why I have used the metaphor of evolution as the composer (Noble 2006,
ch. 8). But that metaphor is itself limited. There may have been no direction to
evolution (but for arguments against this strict view, see Jablonka & Lamb
2005). We are talking of a set of historical events, even of historical accidents.
The information that is passed on through downward causation is precisely this
set of initial and boundary conditions without which we could not even begin to
integrate the equations representing molecular causality.

To spell this out in the case of the circadian rhythm process, this is what
determines the cytoplasm volume in which the concentration of the protein
changes, the speed with which it crosses the nuclear membrane, the speed with
which ribosomes make new protein and so on. And those characteristics will have
been selected by the evolutionary process to give a roughly 24 hour rhythm.
Surely, each molecule in this process does not ‘know’ or represent such
information, but the ensemble of molecules does. It behaves differently from
the way in which it would behave if the conditions were different or if they did
not exist at all. This is the sense in which molecular events are different as a
consequence of the life process. Moreover, the boundary and initial conditions
are essentially global properties, identifiable at the level at which they can be
said to exist.

What is metaphorical here is the notion of ‘up and down’ (Noble 2006, ch. 10)
—it would be perfectly possible to turn everything conceptually upside down so
that we would speak of upward causation instead of downward causation. The
choice is arbitrary, but important precisely because the principle of reductionism
is always to look for ‘lower-level’ causes. That is the reductionist prejudice and it
seems to me that it needs justification; it is another way in which we impose our
view on the world.

Although the concept of level is metaphorical, it is nevertheless an essential
basis for the idea of multilevel causation. The example I often give is that of
pacemaker rhythm, which depends on another global property of cells, i.e. the
electrical potential, influencing the behaviour of the individual proteins, the ionic
channels, which in turn determine the potential. There is a multilevel feedback
network here: channels/ionic current/electrical potential/channel opening
or closing/ionic current and so on. This cycle is sometimes called the Hodgkin
cycle, since it was Alan Hodgkin who originally identified it in the case of nerve
excitation (Hodgkin & Huxley 1952).
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Similarly, we can construct feedback networks of causation for many other
biological functions. I see the identification of the level at which such networks
are integrated, i.e. the highest level involved in the network, as being a primary
aim of systems biology. This will also be the lowest level at which natural
selection can operate since it is high-level functionality that determines whether
organisms live or die. We must shift our focus away from the gene as the unit of
selection to that of the whole organism (Tautz 1992).

But I also have hesitations about such language using the concepts of levels
and causation. My book, in its last chapter, recommends throwing all the
metaphors away once we have used them to gain insight (Noble 2006, ch. 10). In
the case of the cycles involving downward causation, my hesitation is because
such language can appear to make the causation involved be sequential in time.
I do not see this as being the case. In fact, the cell potential influences the
protein kinetics at exactly the same time as they influence the cell potential.
Neither is primary or privileged as causal agency either in time or in space.
This fact is evident in the differential equations we use. The physical laws
represented in the equations themselves, and the initial and boundary conditions,
operate at the same time (i.e. during every integration step, however infinite-
simal), not sequentially.

This kind of conceptual problem (causality is one of our ways of making sense
of the world, not the world’s gift to us) underlies some knotty problems in
thinking about such high-level properties as intentionality. As I show in The
music of life (Noble 2006, ch. 9), looking for neural or, even worse, genetic
‘causes’ of an intention is such a will-of-the-wisp. I believe that this is the reason
why the concept of downward causation may play a fundamental role in the
philosophy of action (intentionality, free will, etc.).

I am also conscious of the fact that causality in any particular form does not
need to be a feature of all successful scientific explanations. General relativity
theory, for example, changes the nature of causality through replacing
movement in space by geodesics in the structure of space–time. At the least,
that example shows that a process that requires one form of causality (gravity
acting at a distance between bodies) in one theoretical viewpoint can be seen
from another viewpoint to be unnecessary. Moreover, there are different forms
of causality, ranging from proximal causes (one billiard ball hitting another)
to ultimate causes of the kind that evolutionary biologists seek in accounting for
the survival value of biological functions and features. Genetic causality is a
particularly vexed question partly not only because the concept of a gene has
become problematic, as we have seen in this paper, but also because it is not
usually a proximal cause. Genes, as we now define them in molecular biological
terms, lie a long way from their phenotypic effects, which are exerted
through many levels of biological organization and subject to many influences
from both those levels and the environment. We do not know what theories are
going to emerge in the future to cope with the phenomenon of life. But we can
be aware that our ways of viewing life are almost certainly not the only ones.
It may require a fundamental change in the mindset to provoke us to
formulate new theories. I hope that this paper will contribute to that change in
the mindset.
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10. Unravelling genetic causation: the solution to the genetic
differential effect problem

Earlier in this paper, I referred to this problem and promised a solution. The
problem arises as an inherent difficulty in the ‘forward’ (reductionist) mode of
explanation. The consequences of manipulations of the lowest end of the causal
chain, the genes, can be hidden by the sheer cleverness of organisms to hide genetic
mistakes and problems through what modern geneticists call genetic buffering and
what earlier biologists would call redundancy or back-up mechanisms that kick in
to save the functionality. The solution is not to rely solely on the forward mode of
explanation. The backward mode is sometimes referred to as reverse engineering.
The principle is that we start the explanation at the higher, functional level, using
a model that incorporates the forward mode knowledge but, crucially, also
incorporates higher level insights into functionality. For example, if we can
successfully model the interactions between all the proteins involved in cardiac
rhythm, we can then use the model to assess qualitatively and quantitatively
the contribution that each gene product makes to the overall function. That is the
strength of reverse engineering. We are no longer dealing just with differences. If
the model is good, we are dealing with the totality of the gene function within the
process we havemodelled.We can even quantify the contribution of a gene product
whose effect may be largely or even totally buffered when the gene is manipulated
(see Noble 2006, p. 108). This is the reason why higher level modelling of biological
function is an essential part of unravelling the functions of genes: ‘Ultimately,
in silico artificial genomes and in vivo natural genomes will translate into each
other, providing both the possibility of forward and reverse engineering of natural
genomes’ (Werner 2005).

11. Conclusions

The original notion of a gene was closely linked to the causes of particular
phenotype characteristics, so the question of causal relationships between genes
and phenotype were circular and so hardly had much sense. The question of
causality has become acute because genes are now identified more narrowly with
particular sequences of DNA. The problem is that these sequences are
uninterpretable outside the cellular context in which they can be read and so
generate functionality. But that means that the cell is also an essential part of
the inheritance and therefore was, implicitly at least, a part of the original
definition of a gene. Depending on how we quantify the comparison between the
contributions, it may even be the larger part. Genetic information is not confined
to the digital information found in the genome. It also includes the analogue
information in the fertilized egg cell. If we were ever to send out through space in
an Earth-life capsule the information necessary to reconstruct life on Earth on
some distant planet, we would have to include both forms of information. Now
that we can sequence whole genomes, the difficult part would be encoding
information on the cell. As Sydney Brenner has said, ‘I believe very strongly that
the fundamental unit, the correct level of abstraction, is the cell and not the
genome’ (Lecture to Columbia University in 2003). This fundamental insight has
yet to be adopted by the biological science community in a way that will ensure

3013Review. Genes and causation

Phil. Trans. R. Soc. A (2008)



success in unravelling the complexity of interactions between genes and their
environment. In particular, the power of reverse engineering using mathematical
models of biological function to unravel gene function needs to be appreciated.
Multilevel systems biology requires a more sophisticated language when
addressing the relationships between genomes and organisms.

Work in the author’s laboratory is supported by EU FP6 BioSim network, EU FP7 PreDiCT
project, BBSRC and EPSRC. I would like to acknowledge valuable discussions with Jonathan
Bard, John Mulvey, James Schwaber, Eric Werner and the critical comments of the referees.
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Introduction

The virtual physiological human (VPH) initiative is intended

to support the development of patient-specific computer

models and their application in personalised and predictive

healthcare. The VPH, a core target of the European Commis-

sion’s 7th Framework Programme, will serve as a ‘methodo-

logical and technological framework that, once established, will

enable collaborative investigation of the human body as a

single complex system’ (http://www.europhysiome.org/

roadmap/). As such, the VPH initiative constitutes an integral

part of the international Physiome Project (http://www.

physiome.org.nz/), a worldwide public domain effort to

develop a computational framework for the quantitative

description of biological processes in living systems across

all relevant levels of structural and functional integration, from

molecule to organism, including the human (Kohl et al, 2000;

Bassingthwaighte et al, 2009).

So, what is the connection between this grand challenge and

systems biology? To explore this, we must first agree on what

we take systems biology to mean.

Systems biology

Description versus definition

Descriptions of systems biology range from the view that it is

merely ‘new wording, more fashionable, for physiology’

(http://is.gd/tQJL), to the all-inclusive ‘systems biology

involves the application of experimental, theoretical, and

computational techniques to the study of biological organisms

at all levels, from the molecular, through the cellular, to the

organ, organism, and populations. Its aim is to understand

biological processes as integrated systems instead of as

isolated parts’ (http://is.gd/tQK0).

At the same time, attempts to concisely define systems

biology have not yielded definitive form of words that is

acceptable to the majority of researchers engaged in what they

consider to be systems biology.

One of the reasons for this situation may be that many

different scientific streams have come together in the systems

biology pool (see also Bassingthwaighte et al, 2009), each with

its own conceptual and terminological legacy.

But, another possible explanation for this apparent short-

coming is that systems biology may constitute an approach

(as detailed below), rather than a discipline (such as biology),

or a destination (such as the VPH). Such a scientific approach

can be explained descriptively, but cannot necessarily be

defined prescriptively.

In either case, the lack of a generally acceptable definition of

systems biology need not be regarded as a surprise, or even as

a disadvantage, as the artificial uniformity that could be

associated with a definition might exclude important current

or future work.

Terminological origins

It may be helpful, at this stage, to step back and consider

the etymology of terms, before discussing their possible

interrelation.

Biology is contracted from bios (Greek for ‘life’) and logos

(Greek for ‘reasoned account’). It is the science, or the logic, of

life (Boyd and Noble, 1993).

A system is ‘the object’ of the activity synthithemi (Greek for

‘I put together’) and has been defined as follows: ‘A system is

an entity that maintains its existence through the mutual

interaction of its parts’ (von Bertalanffy, 1968). In keepingwith

this concept (Figure 1), research into systems therefore must

combine:

(i) the identification and

(ii) detailed characterisation of the parts, with the

(iii) investigation of their interaction with each other and

(iv) with their wider environment, to

(v) elucidate the maintenance of the entity.

Subject matter

On the basis of the definition of a system, systems biology can be

seen as a conceptual approach to biological research that

consciously combines ‘reductionist’ (parts; points i and ii) and

‘integrationist’ (interactions; points iii and iv) research, to

understand the nature and maintenance of entities (point v). In

biological systems, preservation of entity includes a broad range

of behaviours, including growth and development, adaptation

and maladaptation, and progeny, which explains why streams

from so many different research directions must be pooled.

In addition, the ‘parts’ of a biological system (e.g. organs of a

body, or tissues within an organ, etc.) can usually be broken
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down into smaller biologically relevant entities (such as cells,

proteins, amino acids), which—when focussing at a lower level

of structural integration—form ‘systems’ in their own right. This

illustrates two further points: first, systems biology as an

approach can be applied to research targets independent of their

‘scale’, that is, their level of structural and functional complexity

and second, no particular scale has privileged relevance for

systems biology (Noble 2008a, 2008c). From the multi-scale

nature of biological systems, it follows further that systems

biology inherently involves a multi-scale approach (see below).

So, does this mean that there is nothing special about

systems biology? Is it really just another, more fashionable

label for good old physiology?

Probably not. Systems biology forms a logical juxtaposition

to the recently prevailing ‘reductionist’ drive, serving as the

‘post-genomic’ manifestation of the need to balance dissection

and synthesis. Certain aspects of systems biology do indeed

mirror the ‘pre-genomic’ approach of subjects such as

physiology, but at a higher level. Thus, Claude Bernard

showed the way as early as the 19th century and specifically

called for the mathematical analysis of biological phenomena

(see Noble, 2008a). However, with a few notable exceptions,

such as the Hodgkin–Huxley equations for the nerve impulse

(Hodgkin and Huxley 1952), their application to the heart

(Noble, 1962), or the early ideas of Guyton for a quantitative

model of the circulation (Guyton et al, 1972), classic

physiology largely lacked the ability to pursue the quantitative

integration of observed behaviour. This may be one reason

why it failed to compete with the rise of molecular biology,

which was perceived to be more solidly quantitative. In fact,

many academic departments of physiology became molecular

or cellular, in focus and in name.

Having turned full circle on what the dialectic method

depicts as a three-dimensional spiral of development, we have

come ‘back to the future’, now that bio-science can harness the

power of mathematics and computation and apply it to a re-

integration of the pieces of the jigsaw—which have been

amply provided by reductionist research approaches. Systems

biology therefore thrives on the revolutionary improvement of

experimental techniques to investigate system components

and their interactions, and on significant advances in

computational power, tools, and techniques, which allow

quantitative modelling and reintegration at hitherto unim-

aginable detail and breadth. Modern computational models

thus address points (i) to (v) above, and project between them,

while observing elementary rules such as conservation of

mass, energy, and matter and taking into account natural

restrictions imposed on parts and interactions by the system’s

own properties (e.g. a water-based solute system will impose

different constraints compared to a hydro-carbon based one;

dark-blue background in Figure 1).

So, perhaps this is where the essence of systems biology

lies: by providing a framework for the re-unification of

biological studies with ‘the other’ sciences, and their joint

application to iterative reduction and synthesis, it forms

the approach on which quantitative descriptions of parts

(i and ii) and their interactions (iii and iv) give rise to an

understanding of the maintenance of biological entities (v)

across all relevant levels of structural and functional integra-

tion (Figure 2).

An important aspect of this summary is the plural of

‘quantitative description’. Like their experimental counterparts,

computational models are—by the very definition of the term

‘model’—simplified representations of reality. Like tools in a

toolbox, models for biomedical research, whether ‘wet’ or ‘dry’,

have a range of applications for which they are suitable. This

suitability is affected by the extent to which models are

representative of the aspect of reality that they mimic; relevant

for the question under investigation; reasonable in terms of their

cost (including not merely financial considerations, but also

resources such as time, training requirements, or ethical dimen-

sions); and reproducible (a challenge also for computational

models, not only when they include descriptions of stochasticity,

but also when they exhibit language-, compiler-, or hardware-

dependence) (Kohl et al, 2006). Thus, the multi-level nature of

biological systemsmust find suitable reflection in an integrated set

of multiple models, both experimental and computational. This

will be discussed next in the context of the VPH initiative.

Systems biology and the VPH

The VPH initiative

As its name suggests, the VPH initiative targets the whole

human body as the system of interest. But, it does not herald a

return to classical top-down physiology from entity to parts.

The aim is to understand human physiology quantitatively, as

a dynamic system, and at all relevant levels between genes and

the organism.

Equally, it is not a bottom-up analysis from parts to entities.

This would be impossible, both conceptually (as the ‘parts’ of

the whole organism form systemic ‘entities’ of their own), and

practically (as the number of possible combinations of

interactions between the products of 25 000 genes is simply

too vast (Feytmans et al, 2005)).

The approach is better characterised by a term introduced by

Sydney Brenner, ‘middle-out’ (Brenner et al, 2001), which is

based on conceptualising insight at whichever level there is a

good understanding of data and processes, and on then

SystemSystem

PartsParts
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Figure 1 A system as an ‘entity that maintains its existence through the mutual
interaction of its parts’ (von Bertalanffy, 1968). Systems research must combine
the (i) identification and (ii) detailed characterisation of parts (orange boxes, as
opposed to ‘look-alikes’, pale blue box, which need to be identified and excluded),
with the exploration of their interactions (iii) with each other (orange arrows), and
(iv) with the environment (pale blue dashed arrows affecting parts either directly,
or indirectly through modulation of internal interactions), to develop a (v) systemic
understanding (an important, but often overlooked, aspect is that the system itself
not only enables, but also restricts, the type and extent of functions and
interactions that may occur; dark-blue box). Systems research therefore requires
a combination of reductionist and integrative tools and techniques.
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connecting this to higher and lower levels of structural and

functional integration. In a system of multi-level interactions

that involves both regulatory feedforward and feedback

pathways, as well as environmentally prescribed parameter

constraints, there is really no alternative to breaking in

at one level (the ‘middle’ part of the metaphor) and then

reaching ‘out’ to neighbouring levels using appropriate,

experimentally founded and validated mathematical methods

(Bassingthwaighte et al, 2009).

Of course, one has to be aware of the possible (and in the

present case counterproductive) association of the expressions

‘higher’ or ‘lower’ level with ‘superior’ or ‘inferior’ in terms

of relevance for systems function. Regulatory interactions are,

by definition, two-way (‘regulatory loop’), and the metaphoric

use of high and low is associated here simplywith the notion of

spatial scale, not relevance. Furthermore, it is important to

realize that influences from ‘outer’ levels to the ‘middle’ are

equally relevant. One might call this an outside-in approach,

illustrating the utility and limitations of metaphors, simplified

representations of a concept or idea (models!), which are not

necessarily of much help when used outside the applicable

contextualisation for which they were developed.

A lead example: systems biology of the virtual heart

We will illustrate the ideas discussed above by considering the

modelling of cardiac structure and function, partly because that is

the area of our own research, but also because, by common

consent, it is themost highlydevelopedexample of avirtual organ,

with applications already within the pharmaceutical industry and

in the development of medical devices (Hunter et al, 2001; Noble

2008b). There are three reasons for this situation.

First, cardiac cell models have now benefited from a track

record of nearly 50 years of iterative interaction between

modelling and experimentation, with an accumulating body of

insights derived as much from the ‘failures’ as from the

‘successes’ of theoretical prediction and experimental valida-

tion (Noble 2002). In fact, the contradiction of predictions—

whether based on hypotheses formed in thought experiments

(conceptual models) or quantitative simulation (computer

models)—is usually more instructive than their confirmation.

Although confirmation increases the confidence associated

with a particular concept or model, contradiction highlights

shortcomings in the quality and/or quantity of data input,

processing, or interpretation. This will prompt additional

observation, consideration, and conceptualisation, with the

potential of advancing models and insight (Kohl et al, 2000).

Second, despite its complexity, the heart shows pronounced

spatial regularity in structural properties (from the tissue level

right through to the arrangement of subcellular protein- and

membrane-structures), and it is governed by a very high

degree of spatio-temporal coordination of key functional

behaviour (such as the spreading wave of electrical excitation

that invokes every single cardiomyocyte during each heart-

beat, or the highly orchestrated sequence of ionic fluxes and

protein interactions that give rise to remarkably optimised

pressure generation some 2.5 billion times in the healthy

human heart during a life time).

Figure 2 Our understanding of ‘real world systems’ (top left) usually forms a simplified representation (top right) of that reality, and therefore represents a model in its
own right. The progressive development of this understanding is based on the application and analysis of experimental and theoretical models. For biological systems
research, these models allow the exploration of partial systems behaviour at all relevant structural levels between body and molecule. ‘Wet’ experimental models are
developed through a broad range of research directions and provide increasingly detailed data on structure–function relations and their change over time. This can be re-
integrated using ‘dry’ conceptual (thought) and formal (computation) models. Many of these developments occur in parallel. Systems biology provides the framework for
the targeted interrelation of these different facets of model application to bio-medical research and development. Note that, for simplicity, this diagram depicts models by
horizontal arrows, although models can involve multiple scales.
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Third, systems of interaction in the heart show a considerable

degree ofmodularity. Basic models of cardiac electrophysiology,

for example, do not need to take into account interactions with

cardiac mechanics, circulation, metabolism, and so on, to

predict important aspects of the interplay between ion distribu-

tions, currents, and voltage changes. As they become increas-

ingly detailed, however, wider interactions become more and

more relevant, as entities that were classically believed to be

linked in a one-directional manner are subject to cross-talk and

interaction. Examples include the interdependence of cardiac

structure and function (Allessie et al, 2002), of ion channels and

cell or tissue behaviour (Hodgson et al, 2003), or of electro-

physiology and mechanics (Kohl et al, 2006).

Work on the virtual heart has advanced with progressively

increasing complexity. The earliest cell models had just three

differential equations that represented the summary kinetics of

multiple ‘lumped’ electrical mechanisms which, by and large,

had not yet been identified and were not, therefore, strictly

related to individual protein channel subtypes as we know them

now. Cell models today may contain 50 or more equations (Ten

Tusscher et al, 2004), depending on the extent to which

individual ion handling mechanisms are represented (e.g.

through Markov models of ion channels (Clancy and Rudy,

1999)) and the complexity with which intracellular structural

features are simulated (Pásek et al, 2008). The insertion of such

models into tissue and organ models has also occurred at

different levels of tissue size and complexity. Although the goal of

reconstructing the whole organ with representative histo-

anatomical detail is important for some applications (Burton

et al, 2006; Plank et al, 2009), much insight can be gleaned from

multi-cellular simulations using one-dimensional strands of cells,

two-dimensional sheets, and three-dimensional simplified tissue

geometries (Garny et al, 2005). The overall lesson from these

simulations has been that theoretical models of biological

behaviour are most efficient when they are as complex as

necessary, yet as simple as possible.

Extension of principles from heart to other

systems: opportunities and challenges

We do not have the space here to review themodelling of other

organs and systems. Readers can find out more by accessing

the websites of the Physiome Project (http://www.

physiome.org.nz/) and the VPH (http://www.vph-noe.eu/).

However, some of the approaches and principles developed

for, and applied to, cardiac modelling may be transferrable to

other aspects of the VPH initiative. Among the features that are

already being tackled with some success by the Physiome

community are several general issues related to the various

types of modelling approaches and their role in the discovery

process (Box 1). These principles have emerged largely from

grass-roots development of model systems in the cardiac field.

Although instructive, there is of course no reason to regard

them as prescriptive indicators of how other VPH-related

projects should be pursued.

The reason for this is straightforward and bears relevance

for systems biology in general: we simply do not know what

approach will eventually succeed. Researchers pursuing a

systems approach can be likened more to people finding their

way through unchartered territory, than to those walking a

Conceptual Duality: the combined application of reductionist and
integrationist tools and concepts lies at the very heart of successful
development of a quantitative understanding of systems behaviour. The
analysis of heart rhythm resulting from individual protein interactions
(reductionist aspect) and their integration through feedback from the overall
cell electrical activity (integration) is a good example (Noble, 2006, chapter 5).

Iteration of Theory and Practice: ‘wet’ experimental and ‘dry’ theoretical
models need to be developed in continuous iteration, where new
experimental (or clinical) data feed model development and/or refinement,
while computational predictions are used to guide hypothesis formation
and experimental design, the outcome of which is the used to validate
model predictions. A good example of this approach can be found in the
papers of Lei and Kohl (1998) and Cooper et al (2000), which used
modelling to interpret experiments showing an unexpected effect of cell
swelling on pacemaker frequency, leading to work using axial stretch to
yield the expected result, also explained by the modelling.

Structure–Function Relationship: biological function cannot be dis-
sociated from underlying structure. This finds a reflection in modelling,
whether using ‘lumped parameters’ to describe general compartmentalisa-
tion (Orchard et al, 2009) or detailed representations of three-dimensional
morphology of proteins (Young et al, 2001), cells (Iribe et al, 2009), or
organs (Zhao et al, 2009). Increasingly, this effort benefits from standards,
tools, and markup languages, such as SBML (http://sbml.org/Main_Page),
CellML (http://www.cellml.org/) and FieldML (http://www.fieldml.org/).

Multi-Scale Modelling:models at different scales of structural integration
are required to explore behaviour from molecule to organ or organism. This
applies equally to ‘wet’ and ‘dry’ research, and involves bridging spatial
scales of (at least) nine orders of magnitude (from nm to m) and temporal
scales spanning 17 orders of magnitude or more (from nanoseconds for
description of molecular motion, to years or decades, for longitudinal
assessment of human development in norm and disease (Hunter and Borg,
2003). This requires application of ‘new maths’ to systems modelling, for
example, scale relativity theory (Auffray and Nottale, 2008; Nottale and
Auffray, 2008).

Multiplicity of Models (at each individual level): the availability of models
of differing levels of complexity, even at the same level of structural
integration, allows the treatment of the same biological aspect in different
ways, depending on the nature of the question being addressed (for
examples see Noble and Rudy, 2001). Although this is common practice in
‘wet’ studies, it is often questioned in ‘dry’ research.

Multi-dimensional Modelling: models from 0D to 3Dþ Time are needed
to analyse parts of the system that may, in some situations, be regarded as
point-sources (e.g. cell electrophysiology when looking at gross electrical
behaviour such as reflected in the electrocardiogram), and in others as
complex spatio-temporally structured reaction environments (such as the
same cell when considering signal transduction cascades). For an Open
Source environment designed to address this see Bernabeu et al (2009).
Multi-physics Modelling: addressing questions of varying character, from

the stochastic behaviour of ion-channel-interactions to deterministic links
between events, or from multiple ODE systems to soft tissue mechanics
and fluid dynamics, require different implementations (e.g. finite
differences, finite elements, or boundary element methods, Hodgkin–
Huxley versus Markov formalisms (see e.g. Fink and Noble, 2009),
diffusion reaction versus Monte Carlo approaches, etc).

Modularity of Models: a desirable but thus far ill-implemented need is the
definition of model interfaces. These may range from true modularity of
components, to translation tools or black-box style parameter inheritance.
Likewise, model mapping is an area where much more research into
theoretical understanding and practical tools is called for (Terkildsen et al,
2008).

High-Speed Simulation: application to real-world scenarios, in particular
for time-critical emergency settings, calls for faster-than-real-time
simulation. The new generation of supercomputers (e.g. the 10 petaflop
machine being constructed for RIKEN in Kobe, Japan) combined with
improved algorithms is expected to make this possible (Bordas et al, 2009).

Interactivity: interactive assessment of model behaviour is relevant for
efficient implementation of ‘dry’ experiments, as well as for training,
education, and interaction between experts from different professional
backgrounds (Garny et al, 2009).

Box 1 General principles learned from the cardiac
modelling field
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path that has already been mapped. Contrary to the Genome

Project, we do neither know the smallest part that we need to

identify (there is no elementary set of generic building blocks

from which we can assemble the jigsaw), nor the extent of the

overall entity (in terms of the types and number of interactions

that need to be quantified). We have to determine the best

approach as we try out various ideas on how to modularise,

simplify, connect multiple levels, relate different aspects at the

same level, and incorporate increasingly fine-grained structur-

al and functional data. At the same time, we are also seeking

mathematical approaches and computational resources that

will enable models to be run in a reasonable period of time

(Fink and Noble, 2009), while using user interfaces that allow

utilisation by non-experts in computational modelling (Garny

et al, 2003). These considerations are associated with a

number of additional challenges that have also been experi-

enced in the cardiac modelling field, but are far from being

resolved (some examples are listed in Box 2).

Of particular relevance, in our view, is the need to establish

public access to data and models derived from publicly funded

work. This could be regarded as a make-or-break issue, as

crucial for systems biology as was the decision by amajority of

Genome Project investigators to publish and share information

on annotated gene sequences, obtained through publicly

funded research (rather than patenting them, which

would have invoked a whole host of ethical, scientific, and

socioeconomic dilemmas).

In this context, a range of ethical issues arise. We will refer

briefly to just three of them here. The first is one of scientific

integrity and social responsibility (and inherently underlies

the drive towards public access to data and models): to

serve the usual criteria of scientific scrutiny and public

accountability, and to avoid ‘re-inventing wheels’, it is

required to enable others to review, (re-)use, develop, and

efficiently apply prior work. From this, a second issue arises,

related to professional development and career progression: as

long as the prevailing approach to assessing ‘academic merit’

disproportionately rewards ‘peer-reviewed’ publications as

the output of academic endeavour, compared with the (often

very time consuming) development of ‘peer-used’ tools,

sharing data and models may end up disadvantaging those

professionals who generate them (by relieving them of control

over and, conceivably, co-authorship in their follow-on use). A

third ethical aspect is the obvious need to protect the privacy of

individuals’ data (a common challenge to using, re-using, and

sharing human data). An international solution to these

challenges may be regarded as a second make-or-break issue

for systems biology and the VPH.

Conclusions

Systems biology may be interpreted as a scientific approach

(rather than a subject or destination) that consciously combines

‘reductionist’ (identification and description of parts) and

‘integrationist’ (internal and external interactions) research, to

foster our understanding of the nature and maintenance of

biological entities. During the decade or so in which systems

biology has become popular, it has often been interpreted as an

extension of molecular biology, here to foster the understanding

of subcellular regulation networks and interaction pathways,

essentially equating ‘system’ with ‘cell’. While representing an

important aspect of the systems approach, there is no a priori

reason why one level of structural or functional complexity

should be more important than any other (Noble, 2008a). Work

involving more complex levels of structural and functional

integration is essential if systems biology is to deliver in relation

to human physiology and health care. In addition to this vertical

integration across multiple scales, we also need horizontal

integration across boundaries such as between organ systems,

and between ‘wet’ and ‘dry’ modelling. Often, the best results

are obtained when theoretical work is pursued in close and

continuous iteration with experimental and/or clinical investi-

gations. An essential task for systems biology is therefore the

quantitative integration of in-silico, in-vitro, and in-vivo research.

Keymake-or-break issues are the extent towhichwe can harvest

the synergies between the multiple international efforts in the

field by sharing data and models, and the question of how to

address the ethical dimensions of relevant research and

development in this area.

Editorial Note

This Guest Editorial was commissioned on the occasion of the

EMBL/EMBO Science & Society Conference on ‘Systems and

Synthetic Biology: Scientific and Social Implications’, Heidel-

berg, November 7–8, 2008. Additional contributions from

several speakers are available on the EMBO Reports website

(http://www.nature.com/embor).
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Model Curation and Preservation: the long-term preservation of data and
models and the maintained ability to access digital data formats are
recognised challenges of modern IT infrastructures. They also present key
concerns for the VPH initiative.

Tools, Standards, Ontologies and Access: concerted efforts have been
launched to facilitate the identification of suitable tools, standards, and
ontologies to support model development, interaction, and access (Hucka
et al, 2003). This is one of the declared aims of the VPH initiative and
requires a willingness to
K contribute to the development of standards;
K adhere to ‘good practice’, once standards are agreed; and
K share and publish data, metadata, and models in a suitably annotated,

re-usable format.
Patient-specific Analysis and Treatment: as non-invasive data-rich

imaging methods are becoming increasingly productive in the clinical
setting, the goal of incorporating patient-specific data into models for use in
diagnosis, treatment planning, and prevention is beginning to become a
reality. This goal is desirable for a variety of reasons, ranging from
economic (it makes sense to choose treatments that are tailor-made for the
patient, rather than block-buster medicines that often miss the target) to
ethical (we should look forward to the day when we no longer tolerate
disastrous side-effects that could be eliminated by stratifying the patient
population) and scientific considerations (prevent, and if that is not
possible, treat the patient—not the disease).

Box 2 Issues and Challenges
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Biophysics at the systems level, as distinct from molecular biophysics, acquired its most
famous paradigm in the work of Hodgkin and Huxley, who integrated their equations
for the nerve impulse in 1952. Their approach has since been extended to other organs
of the body, notably including the heart. The modern field of computational biology
has expanded rapidly during the first decade of the twenty-first century and, through
its contribution to what is now called systems biology, it is set to revise many of
the fundamental principles of biology, including the relations between genotypes and
phenotypes. Evolutionary theory, in particular, will require re-assessment. To succeed in
this, computational and systems biology will need to develop the theoretical framework
required to deal with multilevel interactions. While computational power is necessary, and
is forthcoming, it is not sufficient. We will also require mathematical insight, perhaps
of a nature we have not yet identified. This article is therefore also a challenge to
mathematicians to develop such insights.

Keywords: cell biophysics; systems biology; computational biology; mathematical biology

1. Introduction: the origins of biophysics and systems biology

As a young PhD student at University College London, I witnessed the
celebrations of the 300th anniversary of the Royal Society in 1960. As the
magnificent procession of red-gowned Fellows of the Royal Society (FRS) paraded
into the Royal Albert Hall, two black gowns suddenly appeared. They were
worn by Alan Hodgkin and Andrew Huxley. The founders of the field of cellular
biophysics, with their ground-breaking mathematical reconstruction of the nerve
impulse (Hodgkin & Huxley 1952), were simply Mr Hodgkin and Mr Huxley—
neither had submitted a thesis for a PhD. With ‘FRS’ to their names, they hardly
needed to! A year later, Alan Hodgkin examined my PhD thesis, which applied
their ideas to reconstructing the electrical functioning of the heart (Noble 1960,
1962), and 3 years later we were celebrating their Nobel Prize.
It is highly appropriate to recall these events in a volume to celebrate the 350th

anniversary, but they also remind us that the field that is now called systems
biology has important historical roots. Hodgkin and Huxley themselves were not
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the first. I would nominate Claude Bernard as the first systems biologist (Noble
2008a), since in the middle of the nineteenth century he formulated the systems
principle of control of the internal environment (Bernard 1865). This is well
known and is widely recognized as the homeostatic basis of modern physiological
science. It is much less well known that Bernard also presaged the development
of mathematical biology when he wrote ‘this application of mathematics to
natural phenomena is the aim of all science, because the expression of the laws of
phenomena should always be mathematical.’1 Other historical roots can be found
in the work of Harvey (Auffray & Noble 2009) and Mendel (Auffray 2005). Despite
these strong historical roots, however, the field did not flourish in the second half
of the twentieth century. Soon after Hodgkin and Huxley’s achievement it was to
be swept aside as molecular biology took the centre stage.

2. The achievements and problems of molecular biology

Physicists and mathematicians contributed greatly to the spectacular growth
of molecular biology. The double-helical structure of DNA was discovered in
the Cavendish laboratory in Cambridge (Watson & Crick 1953a,b) and in the
biophysics laboratory at King’s College London (Franklin & Gosling 1953a,b;
Wilkins et al. 1953), while some of the seminal ideas of molecular biology were
first developed by Schrödinger (1944). In addition to correctly predicting that
the genetic material would be found to be an aperiodic crystal, his book,What is
Life?, followed a proposal by Max Delbrück (see Dronamrajua 1999) that was to
prove fundamental in the twentieth century interpretation of molecular biology.
This was that physics and biology are essentially different disciplines in that
while physics is about the emergence of order from disorder, such as the ordered
global behaviour of a gas from the disordered Brownian motion of the individual
molecules, biology dealt with order even at the molecular level. The paradigm for
this view was the effects of mutations of the genetic material. Even a single switch
from one nucleotide to another, corresponding to a single amino acid change in
the protein for which the DNA sequence acts as a template, can have dramatic
effects on the phenotype at higher levels. A good example in the case of the
heart is that of the various sodium channel mutations that can cause arrhythmia
(Clancy & Rudy 1999), and there are excellent examples in the processes of
embryonic development (Davidson 2006).
The attribution of control to the DNA was strongly reinforced by Monod

and Jacob (Jacob et al. 1960), who interpreted their work as evidence for the
existence of a ‘genetic program’, an analogy explicitly based on comparison with
an electronic computer: ‘The programme is a model borrowed from electronic
computers. It equates the genetic material with the magnetic tape of a computer’
(Jacob 1982), while the rest of the organism, particularly the fertilized egg cell,
could be compared with the computer itself. Specific instructions at the level of
DNA could then be seen to ‘program’ or control the development and behaviour of
the organism. These ideas married well with the gene-centred theories of evolution
and the metaphor of ‘selfish’ genes (Dawkins 1976, 1982, 2006), which relegated
the organism to the role of a disposable transient carrier of its DNA.
1Cette application des mathématiques aux phénomènes naturels est le but de toute science, parce
que l’expression de la loi des phénomènes doit toujours être mathématique.
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It is not surprising therefore that the peak of the achievement of molecular
biology, the sequencing of the complete human genome, was widely signalled as
finally reading the ‘book of life’. However, the main architects of that project are
much more circumspect: ‘One of the most profound discoveries I have made in
all my research is that you cannot define a human life or any life based on DNA
alone. . .’. Why? Because ‘An organism’s environment is ultimately as unique as its
genetic code’ (Venter 2007). Sulston is also cautious: ‘The complexity of control,
overlaid by the unique experience of each individual, means that we must continue
to treat every human as unique and special, and not imagine that we can predict
the course of a human life other than in broad terms’ (Sulston & Ferry 2002).
So also is Sydney Brenner, whose work has contributed so much to the field: ‘I
believe very strongly that the fundamental unit, the correct level of abstraction,
is the cell and not the genome’ (lecture at Columbia University 2003).
I have briefly summarized some of these aspects of the development of

molecular biology because, in fulfilling my brief to look into the crystal ball and
give my own perspective on where my subject is heading in the next 50 years, I
am going to turn some of the concepts derived from the successes of molecular
biology upside down. I suggest that the next stage in the development of biological
science will be revolutionary in its conceptual foundations (Shapiro 2005; see also
Saks et al. 2009) and strongly mathematical in its methods. I also see this as the
fulfilment of Claude Bernard’s dream of the role of mathematics in his discipline,
a dream that certainly could not be achieved in his lifetime.

3. Digital, analogue and stochastic genetic causes

Since the C, G, A, T sequences can be represented digitally (two bits are sufficient
to represent four different entities, so the three billion base pairs could be
represented by six billion bits), the idea of a determinate genetic program in
the DNA, controlling the development and functioning of the organism, rather
like the digital code of a computer program, was seductive, but for it to be correct,
three conditions need to be satisfied. The first is that the relevant program logic
should actually be found in the DNA sequences. The second is that this should
control the production of proteins. The third is that this should be a determinate
process. It is now known that none of these conditions are fulfilled. Molecular
biology itself has revealed these deficiencies in at least six different ways.

(i) The C, G, A, T sequences of nucleotides in the genome do not themselves
form a program as normally understood, with complete logic (i.e. one that
could be subjected to syntactic analysis) of a kind that could separately
run a computer. We cannot therefore predict life using these sequences
alone. Instead, the sequences form a large set of templates that the cell uses
to make specific proteins, and a smaller bank of switches, the regulatory
genes, forming about 10 per cent of human genes, and the regulatory
sites on which the regulatory proteins and other molecules act. Impressive
switching circuits can be drawn to represent these (Levine & Davidson
2005). But they require much more than the DNA sequences themselves to
operate since those switches depend on input from the rest of the organism,
and from the environment. Organisms are interaction machines, not Turing
machines (Shapiro 2005; Neuman 2008; Noble 2008c). There is therefore no
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computer into which we could insert the DNA sequences to generate life,
other than life itself. Far from being just a transient vehicle, the organism
itself contains the key to interpreting its DNA, and so to give it meaning.
I will return later to this question (see §7).

(ii) In higher organisms, the sequences are broken into sometimes widely
dispersed fragments, the exons, which can be combined in different ways
to form templates for many different proteins. Something else must then
determine which combination is used, which protein is formed and at
which time. The DNA sequences therefore better resemble a database
on which the system draws rather than a logical program of instructions
(Atlan & Koppel 1990; Shapiro 2005; Noble 2006). For that we must look
elsewhere, if indeed it exists at all. The dispersed nature of the exons
and the combinatorial way in which they are used also challenges the
concept of genes as discrete DNA sequences (Keller 2000a; Pearson 2006;
Scherrer & Jost 2007).

(iii) What determines which proteins are made and in what quantity is not
the DNA alone. Different cells and tissues use precisely the same DNA to
produce widely different patterns of gene expression. This is what makes
a heart cell different from, say, a bone cell or a pancreatic cell. These
instructions come from the cells and tissues themselves, in the form of
varying levels of transcription factors and epigenetic marks (Bird 2007)
that are specific to the different types of cell. These processes are robust
and inherited. Differentiated heart cells always form new heart cells as
the heart develops, not new bone cells. They would need to be ‘de-
differentiated’ to form multipotent stem cells in order to give rise to a
different differentiated cell. This should not surprise us. Some kinds of
cellular inheritance, perhaps starting with the ability of a lipid membrane-
enclosed globule to divide, almost certainly predated genome inheritance
(Maynard Smith & Szathmáry 1995).

(iv) The resulting patterns of gene expression are not only widely variable from
one tissue to another, they themselves are not digital. The expression levels
vary continuously in a way that is better described as an analogue. Since we
must include these analogue levels in any description of how the process
works, any ‘program’ we might identify is not based on digital coding
alone. It is significant therefore that the inclusion of analogue processing
is seen by some computer scientists as an important way in which a system
can perform beyond the Turing limits (Siegelmann 1995, 1998, 1999).
Organisms are, at the least, ‘super-Turing’ machines in this sense.

(v) Gene expression is a stochastic process (Kaern et al. 2005). Even within
the same tissue, there are large variations in gene expression levels in
different cells. Such stochasticity is incompatible with the operation of
a determinate Turing machine (Kupiec 2008; Neuman 2008).

(vi) Finally, there is continuous interaction between DNA and its environment.
As Barbara McClintock put it in her Nobel prize lecture (1983) for her
work on ‘jumping genes’, the genome is better viewed as ‘a highly sensitive
organ of the cell’ that can be reorganized in response to challenges (Keller
1983). We now also understand the extent to which organisms can swap
DNA between each other, particularly in the world of micro-organisms
(Goldenfeld & Woese 2007).
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Another way to express the significance of these developments in molecular
biology is to say that not much is left of the so-called ‘central dogma of biology’
(see Shapiro (2009) for more details) other than that part of Crick’s original
statement of it that is correct, which is that while DNA is a template for amino
acid sequences in proteins, proteins do not form a template from which DNA can
be produced by a reverse version of the DNA→protein transcription process. But
in the extended sense in which it is frequently used in a neo-Darwinist context,
as forbidding the passage of information from the organism and environment
to DNA, the ‘dogma’ is seriously incorrect. Information is continually flowing
in the opposite direction. I will return later to the significance of this fact for
neo-Darwinism itself.
To these facts we must add a few more before we reassess the comparison

between physics and biology.

(vii) Many genetic changes, either knockouts or mutations, appear not to have
significant phenotypic effects; or rather they have effects that are subtle,
often revealed only when the organism is under stress. For example,
complete deletion of genes in yeast has no obvious phenotypic effect in 80
per cent of cases. Yet, 97 per cent have an effect on growth during stress
(Hillenmeyer et al. 2008). The reason is that changes at the level of the
genome are frequently buffered, i.e. alternative processes kick in at lower
levels (such as gene–protein networks) to ensure continued functionality
at higher levels (such as cells, tissues and organs). And even when a
phenotype change does occur there is no guarantee that its magnitude
reveals the full quantitative contribution of that particular gene since
the magnitude of the effect may also be buffered. This is a problem
I have recently referred to as the ‘genetic differential effect problem’
(Noble 2008c) and it has of course been known for many years. There is
nothing new about the existence of the problem. What is new is that gene
knockouts have revealed how extensive the problem is. Moreover, there is
a possible solution to the problem to which I will return later.

(viii) The existence of stochastic gene expression allows some form of selection
operating at the level of tissues and organs (Laforge et al. 2004; Kaern et al.
2005; Kupiec 2008, 2009). In fact, such selection may be a prerequisite of
successful living systems which can use only those variations that are fit
for purpose. As Kupiec has noted, Darwinian selection could also be very
effective within the individual organism, as well as between organisms.

(ix) Not only is gene expression stochastic, the products of gene expression,
the proteins, each have many interactions (at least dozens) with other
elements in the organism. Proteins are not as highly specific as was once
anticipated. Bray (Bray & Lay 1994; Bray 2009) has highlighted the role of
multiple interactions in comparing the evolution of protein networks with
that of neural networks.

4. The multifactorial nature of biological functions

So, while it is true to say that changes at the molecular level can sometimes have
large effects at the higher phenotype levels, these effects are frequently buffered.
Even the sodium channel mutations I referred to earlier do not, by themselves,
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trigger cardiac arrhythmia. The picture that emerges is that of a multifactorial
system. Biology, it turns out, must also create order from stochastic processes
at the lower level (Auffray et al. 2003). Physics and biology do not after all
differ in quite the way that Schrödinger thought. This is a point that has been
forcibly argued recently by Kupiec (2008, 2009). There is absolutely no way in
which biological systems could be immune from the stochasticity that is inherent
in Brownian motion itself. It is essential therefore that biological theory, like
physical theory, should take this into account.
The systems approach has already pointed the way to achieve this. The

massively combinatorial nature of biological interactions could have evolved
precisely to overcome stochastic effects at the molecular level (Shapiro 2009).
As Bray (2009) notes, protein networks have many features in common with the
neural networks developed by artificial intelligence researchers. They can ‘evolve’
effective behaviour strategies from networks initialized with purely random
connections, and once they have ‘evolved’ they show a high degree of tolerance
when individual components are ‘knocked out’. There is then what Bray calls
‘graceful degradation’, which can take various forms (not necessarily requiring
random connectivity). This provides an insight into the nature of the robustness
of biological systems. Far from stochasticity being a problem, it is actually an
advantage as the system evolves. ‘Graceful degradation’ is also a good description
of what happens in knockout organisms. All may appear to be well when the
organism is well-fed and protected. The deficiency may reveal itself only when
the conditions are hostile.
I suspect that more relevant insights will come from analysis of such artificial

networks and even more so from the modelling of real biological networks. Note
that such networks do not require a separate ‘program’ to operate. The learning
process in the case of artificial networks, and evolutionary interaction with the
environment in the case of biological networks, is the ‘programming’ of the system.
So, if we still wish to use the program metaphor, it is important to recognize that
the program is the system itself (Noble 2008c). The plant geneticist Enrico Coen
expressed this point well when he wrote ‘Organisms are not simply manufactured
according to a set of instructions. There is no easy way to separate instructions
from the process of carrying them out, to distinguish plan from execution’ (Coen
1999). This is another version of the points made earlier about the limitations of
regarding the DNA sequences as a program.

5. The multilevel nature of biological functions

This takes me to the question of multilevel analysis. Organisms are not simply
protein soups. Biological functions are integrated at many different levels. Thus,
pacemaker rhythm in the heart is integrated at the level of the cell. There is
no oscillator at the biochemical level of subcellular protein networks (Noble
2006). Tempting though it may be to think so, there is therefore no ‘gene
for’ pacemaker rhythm. A set of genes, or more correctly the proteins formed
from their templates, is involved, together with the cellular architecture—and
which set we choose to represent depends on the nature of the questions we
are asking. But that does not prevent us from building computer programs that
mimic pacemaker rhythm. Simulation of cardiac activity has been developed over
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a period of nearly five decades and is now sufficiently highly developed that
it can be used in the pharmaceutical industry to clarify the actions of drugs
(Noble 2008b).
Does not the fact that we can succeed in doing this prove that, after all,

there are genetic programs? Well no, for two reasons. First the logic represented
by such computer simulation programs is certainly not to be found simply in
the DNA sequences. The programs are representations of the processes involved
at all the relevant biological levels, right up to and including the intricate
architecture of the cell itself. And when even higher levels are modelled, the
structural biology included is that of tissues or the entire organ (Hunter et al.
2003; Garny et al. 2005). In the case of the heart, the three-dimensional imaging
technology to achieve this has now advanced to paracellular or even subcellular
levels (Plank et al. 2009).
Second, reflecting Coen’s point above, the processes represented in our

modelling programs are the functionality itself. To the extent that the program
succeeds in reproducing the behaviour of the biological system it reveals the
processes involved, not a separate set of instructions.
Multilevel simulation will be a major development in biology as the project

known as the Human Physiome Project develops. Recent issues of this journal
have been devoted to one of its components, the Virtual Physiological Human
(VPH) project (Clapworthy et al. 2008; Fenner et al. 2008) and some of the
achievements and future challenges of the Physiome Project (Bassingthwaighte
et al. 2009) and its relation to systems biology (Kohl & Noble 2009) have recently
been reviewed.

6. A theory of biological relativity?

One of the major theoretical outcomes of multilevel modelling is that causation
in biological systems runs in both directions: upwards from the genome and
downwards from all other levels.2 There are feedforward and feedback loops
between the different levels. Developing the mathematical and computational
tools to deal with these multiple causation loops is itself a major challenge. The
mathematics that naturally suits one level may be very different from that for
another level. Connecting levels is not therefore trivial. Nor are the problems
simply mathematical and computational. They also require biological insight
to determine how much detail at one level is relevant to functionality at other
levels. These problems are now exercising the minds of interdisciplinary teams of
researchers involved in the Physiome Project and they offer great opportunities
for physical and mathematical scientists in the future. They have also led some
physicists and biologists to develop what might be called theories of biological
relativity. My own version of this idea is that, in multilevel systems, there is no
privileged level of causation (Noble 2008a,c). Others have also pointed out that
such a principle need not be restricted to biological systems. It could become a

2‘Upwards’ and ‘downwards’ in this context are metaphorical. A more neutral terminology would
refer to different (larger and smaller) scales. But the concept of level is strongly entrenched in
biological science so I have continued to use it here. There is also possible confusion with ‘scale’
as used in scale relativity, though I believe that one of the key questions for the future is that of
relating the ideas of scale relativity to multilevel systems biology.

Phil. Trans. R. Soc. A (2010)

 on February 7, 2010rsta.royalsocietypublishing.orgDownloaded from 

http://rsta.royalsocietypublishing.org/


1132 D. Noble

general theory of relativity of levels. Such a theory, called scale relativity (Nottale
1993, 2000), already exists in physics and its possible applications to biological
systems have been the subject of major recent reviews (Auffray & Nottale 2008;
Nottale & Auffray 2008).
I will not review these theories in detail here. I wish rather to draw

attention to a related general question. Is multilevel analysis simply a matter
of including downward causation (Noble 2006)? And what exactly do we mean
by that term?
In my own field the paradigm example originated with Alan Hodgkin. The

proteins that form ion channels in excitable cells generate electric current that
charges or discharges the cell capacitance. That can be seen as upward causation.
But the electrical potential of the cell also controls the gating of the ion channel
proteins. This downward causation closes the loop of the ‘Hodgkin cycle’.
Is downward causation always discrete feedback or feedforward? The answer

is no and the basis for that answer is profound, forming one of the reasons
why I think that systems biology is revolutionary. A feedback loop can be
closed. Feedback loops could exist between the levels of an organism, while the
organism itself could still be modelled as a closed system. Yet, we know that
organisms are not closed systems. Firstly they exchange energy and matter with
the environment, including particularly other organisms whose existence forms
a major part of the selection pressure. That is well recognized as a reason for
regarding organisms as open systems. But there are other reasons also. I think
that the best way to explain that is mathematical.
We model many biological processes as systems of differential equations. These

equations describe the rates at which those processes occur. The number of
such equations depends on the kind of question we are asking. At a cellular
or subcellular (protein network) level, there may be a few dozen equations for
the protein and other chemical entities involved. When we include structural
details at the tissue or organ level, we may be dealing with millions of equations.
Whatever the number, there is an inescapable requirement before we can begin to
solve the equations. We must know or make plausible guesses for the initial and
boundary conditions. They are not set by the differential equations themselves.
These conditions restrain the solutions that are possible. In fact, beyond a certain
level of complexity, the more interesting question becomes the explanation of
that restraining set of conditions, not just the behaviour of the system, since
the restraints may completely change the behaviour of the system. A restraint,
therefore, is not necessarily a feedback. Restraints can be simply the background
set of conditions within which the system operates, i.e. its environment. Through
these interactions organisms can adapt to many different conditions. Their
robustness in doing so distinguishes them from complex nonlinear systems that
are highly sensitive to initial conditions or which end up unable to escape
attractors.

7. ‘Genetic programs’

This is a suitable point at which to return to the question of ‘genetic programs’.
As we have seen, DNA sequences act as templates for proteins and as switches
for turning genes on and off when they are in an organism, starting with the
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fertilized egg cell and maternal environment in the case of higher animals. A
possible objection to my conclusion that the DNA sequences are better viewed
as a database rather than as a program is that all programs require a computer
to implement them. It was part of Monod and Jacob’s idea that, if DNA is the
program, the organism is equivalent to the computer. Programs also do nothing
outside the context of a computer. Could we somehow update this approach to
save the ‘program’ metaphor? It is so ingrained into modern thought, among
laypeople as well as most scientists, that it may now be difficult to convince
people to abandon it. It is therefore worth spelling out, once again, what the
difficulties are.
DNA sequences alone are not capable of being parsed as the complete logic of

a program. Whenever we talk of a genetic program we must also include steps
that involve the rest of the organism (e.g. my discussion of the ‘circadian rhythm’
program in Noble (2006, pp. 69–73), and this is certainly true for the analysis
of cardiac rhythm (Noble 2006, pp. 56–65)). Much of the logic of living systems
lies beyond DNA. To save the program metaphor therefore we would have to say
that the ‘program’ is distributed between the tape and the machine. This would,
incidentally, explain an important fact. Virtually all attempts at cross-species
cloning fail to develop to the adult (Chung et al. 2009). A possible explanation
is that the egg cell information is too specific (Chen et al. 2006). In fact, in the
only case so far, that of a carp nucleus and goldfish egg, the egg cytoplasm clearly
influences the phenotype (Sun et al. 2005). Strathmann (1993) also refers to the
influence of the egg cytoplasm on gene expression during early development as
one of the impediments to hybridization in an evolutionary context. There is
no good reason why cells themselves should have ceased to evolve once genomes
arose. But if we need a specific (special purpose) ‘computer’ for each ‘program’,
the program concept loses much of its attraction.
The way to save the genetic program idea would therefore be to abandon

the identification of genes with specific sequences of DNA alone and return to
the original idea of genes as the causes of particular phenotypes (Kitcher 1982;
Mayr 1982; Dupré 1993; Pichot 1999; Keller 2000b; Noble 2008c) by including
other relevant processes in the organism. The problem with this approach is that
the closer we get to characterizing the ‘program’ for a particular phenotype, the
more it looks like the functionality itself. Thus, the process of cardiac rhythm can
be represented as such a ‘program’ (indeed, modellers write computer programs
to reproduce the process), but it is not a sequence of instructions separate
from the functionality itself. This is another way to understand the quotation
from Coen referred to earlier. The clear distinction between the replicator
and the vehicle disappears and, with it, a fundamental aspect of the ‘selfish
gene’ view.
If we do wish to retain the idea of a program, for example in talking about

embryonic development where the concept of a ‘developmental program’ has its
best applications (Keller 2000a), it might be better to think in the same terms
in which we talk of neural nets being programmed. They are programmed by the
initial setting up of their connections and then by the learning process, the set
of restraints that allows them to ‘home in’ to a particular functionality. Those
open-ended restraints are as much a part of the ‘program’ as the initial setting up
of the system. The analogy with organisms as interaction machines is obvious. I
am not proposing that organisms function as neural nets; only that the example
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of neural nets expands our concept of the word ‘program’ in a relevant way. The
program is a distributed one (Siegelmann 1998) involving much more than DNA
sequences, and is therefore far removed from Monod and Jacob’s original concept
of a genetic program.

8. Systems biology and evolution

Where do the restraints come from in biological systems? Clearly, the immediate
environment of the system is one source of restraint. Proteins are restrained by
the cellular architecture (where they are found in or between the membrane
and filament systems), cells are restrained by the tissues and organs they find
themselves in (by the structure of the tissues and organs and by the intercellular
signalling) and all levels are restrained by the external environment. Even these
restraints though would not exhaust the list. Organisms are also a product of their
evolutionary history, i.e. the interactions with past environments. These restraints
are stored in two forms of inheritance—DNA and cellular. The DNA sequences
restrict which amino acid sequences can be present in proteins, while the inherited
cellular architecture restricts their locations, movements and reactions.
This is one of the reasons why systems biology cannot be restricted to the

analysis of protein and gene circuits. The structural information is also crucial.
Much of its evolution may have been independent of the cell’s own DNA since the
early evolution of the eukaryotic cell involved many forms of symbiosis. The best
known example is the mitochondria, which are now accepted to have originally
been invading (or should we say ‘captured’?) bacteria, as were chloroplasts
(Cavalier-Smith 2000, 2004). They even retain some of the original DNA, though
some also migrated to the nucleus. There are other examples of symbiosis
(Margulis 1981; Margulis & Sagan 2002; Williamson 2003, 2006; Williamson &
Vickers 2007). Cooperativity may have been quite as important as competition
in evolution (see also Goldenfeld & Woese 2007).
Cavalier-Smith has described some of these inherited features of animal and

plant cells as the ‘membranome’, an important concept since lipids are not formed
from DNA templates. An organism needs to inherit the membranome, which it
does of course—it comes complete with the fertilized egg cell—yet another reason
why it does not make sense to describe the organism as merely a vehicle for DNA.
As I have argued elsewhere (Noble 2008c), the relative contributions of DNA and
non-DNA inheritance are difficult to estimate (one is largely digital and so easy
to calculate, whereas the other is analogue and hard to calculate), but the non-
DNA inheritance is very substantial. It also contains many historical restraints
of evolution.
This is the point at which I should attempt to explain the neo-Darwinian

model and the modern synthesis and what is wrong with them from a systems
viewpoint.
Neo-Darwinism brings together natural selection and nineteenth century

genetics, while the modern synthesis (Huxley 1942) fuses Darwinism with
twentieth century genetics. ‘Neo-Darwinism’ is the term often used for both of
these syntheses. Darwin knew nothing of Mendel’s work on genetics. Moreover,
he also accepted the idea of the inheritance of acquired characteristics, as did
Lamarck (Lamarck 1809; Corsi 2001), who is incorrectly represented in many
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texts as inventing the idea. Darwin’s disagreements with Lamarck were not
over the mechanisms of inheritance. Both were ignorant of those mechanisms.
Their disagreement was more over the question of whether evolution had a
direction or whether variation was random. Historically, we would do better
to recognize Lamarck as the inventor of the term ‘biology’ as a separate
science, and as championing the idea that species change (transformationism).
Darwin can then be seen as discovering one of the mechanisms in his theory
of natural selection, involved not only in transformations but also in the origin
of species.
The problem with both revisions of Darwinism is that they involve a version of

genetics that we need to revise. This version was one in which the central dogma
of biology was taken to mean that the genetic material is never modified by the
rest of the organism and the environment. Francis Crick’s original statements of
the ‘central dogma of molecular biology’ (Crick 1958, 1970) do not in fact make
such a strong claim. He stated a more limited chemical fact: that DNA sequences
are used as templates to make proteins, but proteins are not used as reverse
templates to make DNA. So, even if its proteins were to become modified during
the lifetime of an individual, that modification cannot be inherited. The ‘dogma’
was then interpreted by many biologists to mean that information flows only one
way. As we have seen, it does not. The quantities of proteins synthesized count
as relevant information just as much as their amino acid sequences. But those
quantities are most certainly dependent on signals from the rest of the system
through the levels of transcription factors (including proteins and RNA) and the
epigenetic marking of DNA itself and of the histone tails. All of this is open to
the rest of the organism and to the environment to degrees we have yet to fully
determine.
I will give just one example here to illustrate the potential significance of

this openness. More examples can be found elsewhere (Jablonka & Lamb 1995,
2005). Neuroscientists have recently studied the epigenetic factors involved in
maternal grooming behaviour in colonies of rats. Grooming depends on the
environment. Colonies that are safe groom their young a lot. Colonies that are
fighting off predators do not. This behaviour is inherited. The mechanisms are
a fascinating example of epigenetic effects. The genome in the hippocampal
region of the brain is epigenetically marked by the grooming behaviour and
this predisposes the young to show that behaviour (Weaver et al. 2004,
2007). This is an important development, but as Weaver himself points out
(Weaver 2009) it is currently restricted to one gene and one region of the
brain. That underlines the importance of further research in this area. The
implications of this form of epigenetic influence, however, are profound since
it can transmit patterns of epigenetic marking through the generations even
though they are not transmitted via the germline. This constitutes another form
of inheritance of acquired characteristics to add to those reviewed by Jablonka
and Lamb.
There is a tendency to dismiss such challenges to extensions of the central

dogma as merely examples of cultural evolution. They seem to show rather that
the boundaries between the different evolutionary processes are fuzzy. Once such
interactions between behaviour and epigenetics are established and transmitted
through the generations they can favour genetic combinations that lock them into
the genome (Jablonka & Lamb 2005, pp. 260–270). This mechanism was originally
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described by Waddington (1942, 1957, 1959; Bard 2008), who demonstrated
that, in fruitflies, just 14 generations of induced phenotype change could be
assimilated into the genome. Mutations and genetic recombinations themselves
are not random (Shapiro 2005). Moreover, they do not occur in a random context.
They occur in the context of all the restraints exerted on the organism, including
those of the environment. In such a process, it is the phenotype, not individual
genes, that are the targets of selection (Keller 1999). Central building blocks of
the neo-Darwinian synthesis are now known to be incompatible with the most
recent discoveries in molecular biology.

9. Reverse engineering in systems biology

I referred earlier to the ‘genetic differential effect problem’. In a previous article
in this journal I have proposed that computational systems biology could provide
a solution (Noble 2008c). The idea is basically simple. If our understanding and
simulations are good enough they should include the robustness of biological
systems, including their resistance to damage from mutations and knockouts.
Moreover, if the models include representations of specific gene products (i.e. they
extend down to the protein level) then it should be possible to reverse engineer
to arrive at quantitative estimates of the contribution of each gene product to the
functionality represented. That may be possible even if the system completely
buffers the mutation or knockout so that no effect is observed in the phenotype.
I give an example of this in the previous article from work on the heart (Noble
2008c). However, I would readily agree that, in its present state of development,
computational systems biology is a long way from being able to do this in general.
But it is worth bearing this in mind as an important long-term goal.

Work in the author’s laboratory is funded by the EU (Framework 6 and Framework 7), The British
Heart Foundation, EPSRC and BBSRC. I acknowledge valuable criticisms from Charles Auffray,
Jonathan Bard, Evelyn Fox Keller, Peter Kohl, Jean-Jacques Kupiec, Lynn Margulis, Laurent
Nottale, James Shapiro, Hava Siegelmann, Eric Werner and Michael Yudkin.

References

Atlan, H. & Koppel, M. 1990 The cellular computer DNA: program or data? Bull. Math. Biol. 52,
335–348.

Auffray, C. 2005 Aux sources de la biologie des systèmes et de la génétique: la pertinence des
expérimentations de Gregor Mendel sur le développement des plantes hybrides (2e volet).
L’Observatoire de la génétique 21.

Auffray, C. & Noble, D. 2009 Conceptual and experimental origins of integrative systems biology
in William Harvey’s masterpiece on the movement of the heart and the blood in animals. Int.
J. Mol. Sci. 10, 1658–1669. (doi:10.3390/ijms10041658)

Auffray, C. & Nottale, L. 2008 Scale relativity theory and integrative systems biology. I.
Founding principles and scale laws. Prog. Biophys. Mol. Biol. 97, 79–114. (doi:10.1016/
j.pbiomolbio.2007.09.002)

Auffray, C., Imbeaud, S., Roux-Rouquie, M. & Hood, L. 2003 Self-organized living systems:
conjunction of a stable organization with chaotic fluctuations in biological space-time. Phil.
Trans. R. Soc. Lond. A 361, 1125–1139. (doi:10.1098/rsta.2003.1188)

Bard, J. B. L. 2008 Waddington’s legacy to developmental and theoretical biology. Biol. Theory 3,
188–197. (doi:10.1162/biot.2008.3.3.188)

Phil. Trans. R. Soc. A (2010)

 on February 7, 2010rsta.royalsocietypublishing.orgDownloaded from 

http://dx.doi.org/doi:10.3390/ijms10041658
http://dx.doi.org/doi:10.1016/j.pbiomolbio.2007.09.002
http://dx.doi.org/doi:10.1016/j.pbiomolbio.2007.09.002
http://dx.doi.org/doi:10.1098/rsta.2003.1188
http://dx.doi.org/doi:10.1162/biot.2008.3.3.188
http://rsta.royalsocietypublishing.org/


Review. Biophysics and systems biology 1137

Bassingthwaighte, J. B., Hunter, P. J. & Noble, D. 2009 The cardiac physiome: perspectives for
the future. Exp. Physiol. 94, 597–605. (doi:10.1113/expphysiol.2008.044099)

Bernard, C. 1865 Introduction à l’étude de la médecine expérimentale. Paris, France: J. B. Baillière.
(Reprinted by Flammarion 1984.)

Bird, A. 2007 Perceptions of epigenetics. Nature 447, 396–398. (doi:10.1038/nature05913)
Bray, D. 2009 Wetware. A computer in every cell. New Haven, CT: Yale University Press.
Bray, D. & Lay, S. 1994 Computer simulated evolution of a network of cell-signalling molecules.
Biophys. J. 66, 972–977. (doi:10.1016/S0006-3495(94)80878-1)

Cavalier-Smith, T. 2000 Membrane heredity and early chloroplast evolution. Trends Plant Sci. 5,
174–182. (doi:10.1016/S1360-1385(00)01598-3)

Cavalier-Smith, T. 2004 The membranome and membrane heredity in development and evolution.
In Organelles, genomes and eukaryote phylogeny: an evolutionary synthesis in the age of
genomics (eds R. P. Hirt & D. S. Horner), pp. 335–351. Boca Raton, FL: CRC Press.

Chen, T., Zhang, Y.-L., Jiang, Y., Liu, J.-H., Schatten, H., Chen, D.-Y. & Sun, Q.-Y. 2006
Interspecies nuclear transfer reveals that demethylation of specific repetitive sequences is
determined by recipient ooplasm but not by donor intrinsic property in cloned embryos. Mol.
Reprod. Dev. 73, 313–317. (doi:10.1002/mrd.20421)

Chung, Y. et al. 2009 Reprogramming of human somatic cells using human and animal oocytes.
Cloning Stem Cells 11, 1–11. (doi:10.1089/clo.2009.0004)

Clancy, C. E. & Rudy, Y. 1999 Linking a genetic defect to its cellular phenotype in a cardiac
arrhythmia. Nature 400, 566–569. (doi:10.1038/23034)

Clapworthy, G., Viceconti, M., Coveney, P. & Kohl, P. (eds) 2008 Editorial. Phil. Trans. R. Soc.
A 366, 2975–2978. (doi:10.1098/rsta.2008.0103)

Coen, E. 1999 The art of genes. Oxford, UK: Oxford University Press.
Corsi, P. 2001 Lamarck. Genèse et enjeux du transformisme. Paris, France: CNRS Editions.
Crick, F. H. C. 1958 On protein synthesis. Symp. Soc. Exp. Biol. XII, 138–163.
Crick, F. H. C. 1970 Central dogma of molecular biology. Nature 227, 561–563. (doi:10.1038/
227561a0)

Davidson, E. H. 2006 The regulatory genome: gene regulatory networks in development and
evolution. New York, NY: Academic Press.

Dawkins, R. 1976, 2006 The selfish gene. Oxford, UK: Oxford University Press.
Dawkins, R. 1982 The extended phenotype. London, UK: Freeman.
Dawkins, R. 2006 The selfish gene (revised edn). Oxford, UK: Oxford University Press.
Dronamrajua, K. R. 1999 Erwin Schrödinger and the origins of molecular biology. Genetics 153,
1071–1076.

Dupré, J. 1993 The disorder of things. Cambridge, MA: Harvard University Press.
Fenner, J. W. et al. 2008 The EuroPhysiome, STEP and a roadmap for the virtual physiological
human. Phil. Trans. R. Soc. A 366, 2979–2999. (doi:10.1098/rsta.2008.0089)

Franklin, R. E. & Gosling, R. G. 1953a Evidence for 2-chain helix in crystalline structure of sodium
deoxyribonucleate. Nature 172, 156–157. (doi:10.1038/172156a0)

Franklin, R. E. & Gosling, R. G. 1953b Molecular configuration in sodium thymonucleate. Nature
171, 740–741. (doi:10.1038/171740a0)

Garny, A., Noble, D. & Kohl, P. 2005 Dimensionality in cardiac modelling. Prog. Biophys. Mol.
Biol. 87, 47–66. (doi:10.1016/j.pbiomolbio.2004.06.006)

Goldenfeld, N. & Woese, C. 2007 Biology’s next revolution. Nature 445, 369. (doi:10.1038/445369a)
Hillenmeyer, M. E. et al. 2008 The chemical genomic portrait of yeast: uncovering a phenotype for
all genes. Science 320, 362–365. (doi:10.1126/science.1150021)

Hodgkin, A. L. & Huxley, A. F. 1952 A quantitative description of membrane current and its
application to conduction and excitation in nerve. J. Physiol. 117, 500–544.

Hunter, P. J., Pullan, A. J. & Smaill, B. H. 2003 Modelling total heart function. Rev. Biomed.
Eng. 5, 147–177. (doi:10.1146/annurev.bioeng.5.040202.121537)

Huxley, J. S. 1942 Evolution: the modern synthesis. London, UK: Allen & Unwin.
Jablonka, E. & Lamb, M. 1995 Epigenetic inheritance and evolution. The Lamarckian dimension.
Oxford, UK: Oxford University Press.

Phil. Trans. R. Soc. A (2010)

 on February 7, 2010rsta.royalsocietypublishing.orgDownloaded from 

http://dx.doi.org/doi:10.1113/expphysiol.2008.044099
http://dx.doi.org/doi:10.1038/nature05913
http://dx.doi.org/doi:10.1016/S0006-3495\\\\\\\\\\\\\\\(94\\\\\\\\\\\\\\\)80878-1
http://dx.doi.org/doi:10.1016/S1360-1385\\\\\\\\\\\\\\\(00\\\\\\\\\\\\\\\)01598-3
http://dx.doi.org/doi:10.1002/mrd.20421
http://dx.doi.org/doi:10.1089/clo.2009.0004
http://dx.doi.org/doi:10.1038/23034
http://dx.doi.org/doi:10.1098/rsta.2008.0103
http://dx.doi.org/doi:10.1038/227561a0
http://dx.doi.org/doi:10.1038/227561a0
http://dx.doi.org/doi:10.1098/rsta.2008.0089
http://dx.doi.org/doi:10.1038/172156a0
http://dx.doi.org/doi:10.1038/171740a0
http://dx.doi.org/doi:10.1016/j.pbiomolbio.2004.06.006
http://dx.doi.org/doi:10.1038/445369a
http://dx.doi.org/doi:10.1126/science.1150021
http://dx.doi.org/doi:10.1146/annurev.bioeng.5.040202.121537
http://rsta.royalsocietypublishing.org/


1138 D. Noble

Jablonka, E. & Lamb, M. 2005 Evolution in four dimensions. Boston, MA: MIT Press.
Jacob, F. 1982 The possible and the actual. New York, NY: Pantheon Books.
Jacob, F., Perrin, D., Sanchez, C., Monod, J. & Edelstein, S. 1960 The operon: a group of genes
with expression coordinated by an operator. C. R. Acad. Sci. Paris 250, 1727–1729.

Kaern, M., Elston, T. C., Blake, W. J. & Collins, J. J. 2005 Stochasticity in gene expression: from
theories to phenotypes. Nat. Rev. Genet. 6, 451–464. (doi:10.1038/nrg1615)

Keller, E. F. 1983 A feeling for the organism: the life and work of Barbara McClintock. New York,
NY: W.H. Freeman.

Keller, E. F. 2000a The century of the gene. Cambridge, MA: Harvard University Press.
Keller, E. F. 2000b Is there an organism in this text? In Controlling our destinies. historical,
philosophical, ethical and theological perspectives on the human genome project (ed. P. R. Sloan),
pp. 273–288. Notre Dame, IN: University of Notre Dame Press.

Keller, L. 1999 Levels of selection in evolution. Princeton, NJ: Princeton University Press.
Kitcher, P. 1982 Genes. Br. J. Phil. Sci. 33, 337–359. (doi:10.1093/bjps/33.4.337)
Kohl, P. & Noble, D. 2009 Systems biology and the virtual physiological human. Mol. Syst. Biol. 5.
(doi:10.1038/msb.2009.51)

Kupiec, J.-J. 2008 L’origine des individus. Paris, France: Fayard.
Kupiec, J.-J. 2009 The origin of individuals: a Darwinian approach to developmental biology.
London, UK: World Scientific Publishing Company.

Laforge, B., Guez, D., Martinez, M. & Kupiec, J.-J. 2004 Modeling embryogenesis and cancer: an
approach based on an equilibrium between the autostabilization of stochastic gene expression
and the interdependence of cells for proliferation. Prog. Biophys. Mol. Biol. 89, 93–120.
(doi:10.1016/j.pbiomolbio.2004.11.004)

Lamarck, J.-B. 1809 Philosophie Zoologique. Paris, France: Dentu. (Reprinted by Flammarion 1994
as original edition with introduction by André Pichot.)

Levine, M. & Davidson, E. H. 2005 Gene regulatory networks for development. Proc. Natl Acad.
Sci. USA 102, 4936–4942. (doi:10.1073/pnas.0408031102)

Margulis, L. 1981 Symbiosis in cell evolution. London, UK: W.H. Freeman Co.
Margulis, L. & Sagan, D. 2002 Acquiring genomes. New York, NY: Basic Books.
Maynard Smith, J. & Szathmáry, E. 1995 The major transitions in evolution. Oxford, UK: Oxford
University Press.

Mayr, E. 1982 The growth of biological thought. Cambridge, MA: Harvard University Press.
Neuman, Y. 2008 Reviving the living: meaning making in living systems. Amsterdam, The
Netherlands: Elsevier.

Noble, D. 1960 Cardiac action and pacemaker potentials based on the Hodgkin-Huxley equations.
Nature 188, 495–497. (doi:10.1038/188495b0)

Noble, D. 1962 A modification of the Hodgkin-Huxley equations applicable to Purkinje fibre action
and pacemaker potentials. J. Physiol. 160, 317–352.

Noble, D. 2006 The music of life. Oxford, UK: Oxford University Press.
Noble, D. 2008a Claude Bernard, the first systems biologist, and the future of physiology. Exp.
Physiol. 93, 16–26. (doi:10.1113/expphysiol.2007.038695)

Noble, D. 2008b Computational models of the heart and their use in assessing the actions of drugs.
J. Pharmacol. Sci. 107, 107–117. (doi:10.1254/jphs.CR0070042)

Noble, D. 2008c Genes and causation. Phil. Trans. R. Soc. A 366, 3001–3015. (doi:10.1098/
rsta.2008.0086)

Nottale, L. 1993 Fractal space-time and microphysics: towards a theory of scale relativity. Singapore:
World Scientific.

Nottale, L. 2000 La relativité dans tous ses états. Du mouvements aux changements d’échelle. Paris,
France: Hachette.

Nottale, L. & Auffray, C. 2008 Scale relativity and integrative systems biology. II.
Macroscopic quantum-type mechanics. Prog. Biophys. Mol. Biol. 97, 115–157. (doi:10.1016/
j.pbiomolbio.2007.09.001)

Pearson, H. 2006 What is a gene? Nature 441, 399–401. (doi:10.1038/441398a)
Pichot, A. 1999 Histoire de la notion de gène. Paris, France: Flammarion.

Phil. Trans. R. Soc. A (2010)

 on February 7, 2010rsta.royalsocietypublishing.orgDownloaded from 

http://dx.doi.org/doi:10.1038/nrg1615
http://dx.doi.org/doi:10.1093/bjps/33.4.337
http://dx.doi.org/doi:10.1038/msb.2009.51
http://dx.doi.org/doi:10.1016/j.pbiomolbio.2004.11.004
http://dx.doi.org/doi:10.1073/pnas.0408031102
http://dx.doi.org/doi:10.1038/188495b0
http://dx.doi.org/doi:10.1113/expphysiol.2007.038695
http://dx.doi.org/doi:10.1254/jphs.CR0070042
http://dx.doi.org/doi:10.1098/rsta.2008.0086
http://dx.doi.org/doi:10.1098/rsta.2008.0086
http://dx.doi.org/doi:10.1016/j.pbiomolbio.2007.09.001
http://dx.doi.org/doi:10.1016/j.pbiomolbio.2007.09.001
http://dx.doi.org/doi:10.1038/441398a
http://rsta.royalsocietypublishing.org/


Review. Biophysics and systems biology 1139

Plank, G. et al. 2009 Generation of histo-anatomically representative models of the individual heart:
tools and application. Phil. Trans. R. Soc. A 367, 2257–2292. (doi:10.1098/rsta.2009.0056)

Saks, V., Monge, C. & Guzun, R. 2009 Philosophical basis and some historical aspects of systems
biology: from Hegel to Noble—applications for bioenergetic research. Int. J. Mol. Sci. 10, 1161–
1192. (doi:10.3390/ijms10031161)

Scherrer, K. & Jost, J. 2007 Gene and genome concept. Coding versus regulation. Theory Biosci.
126, 65–113. (doi:10.1007/s12064-007-0012-x)

Schrödinger, E. 1944 What is life? Cambridge, UK: Cambridge University Press.
Shapiro, J. A. 2005 A 21st century view of evolution: genome system architecture, repetitive DNA,
and natural genetic engineering. Gene 345, 91–100. (doi:10.1016/j.gene.2004.11.020)

Shapiro, J. A. 2009 Revisiting the central dogma in the 21st century. Ann. N Y Acad. Sci. 1178,
6–28. (doi:10.1111/j.1749-6632.2009.04990.x)

Siegelmann, H. T. 1995 Computation beyond the Turing Limit. Science 268, 545–548. (doi:10.1126/
science.268.5210.545)

Siegelmann, H. T. 1998 Neural networks and analog computation: beyond the Turing limit. Boston,
MA: Birkhauser.

Siegelmann, H. T. 1999 Stochastic analog networks and computational complexity. J. Complexity
15, 451–475. (doi:10.1006/jcom.1999.0505)

Strathmann, R. R. 1993 Larvae and evolution: towards a new zoology. Q. Rev. Biol. 68, 280–282.
(doi:10.1086/418103)

Sulston, J. & Ferry, G. 2002 The common thread. London, UK: Bantam Press.
Sun, Y. H., Chen, S. P., Wang, Y. P., Hu, W. & Zhu, Z. Y. 2005 Cytoplasmic impact
on cross-genus cloned fish derived from transgenic common carp (Cyprinus carpio) nuclei
and goldfish (Carassius auratus) enucleated eggs. Biol. Reprod. 72, 510–515. (doi:10.1095/
biolreprod.104.031302)

Venter, C. 2007 A life decoded. London, UK: Allen Lane.
Waddington, C. H. 1942 Canalization of development and the inheritance of acquired
characteristics. Nature 150, 563–565. (doi:10.1038/150563a0)

Waddington, C. H. 1957 The strategy of the genes. London, UK: Allen and Unwin.
Waddington, C. H. 1959 Canalization of development and genetic assimilation of acquired
characteristics. Nature 183, 1654–1655. (doi:10.1038/1831654a0)

Watson, J. D. & Crick, F. H. C. 1953a Genetical implications of the structure of deoxyribonucleic
acid. Nature 171, 964–967. (doi:10.1038/171964b0)

Watson, J. D. & Crick, F. H. C. 1953b Molecular structure of nucleic acids. A structure for
deoxyribose nucleic acid. Nature 171, 737–738. (doi:10.1038/171737a0)

Weaver, I. C. G. 2009 Life at the interface between a dynamic environment and a fixed genome.
In Mammalian brain development (ed. D. Janigro), pp. 17–40. Totowa, NJ: Humana Press.

Weaver, I. C. G., Cervoni, N., Champagne, F. A., D’Alessio, A. C., Sharma, S., Sekl, J. R.,
Dymov, S., Szyf, M. & Meaney, M. J. 2004 Epigenetic programming by maternal behavior.
Nat. Neurosci. 7, 847–854. (doi:10.1038/nn1276)

Weaver, I. C. G., D’Alessio, A. C., Brown, S. E., Hellstrom, I. C., Dymov, S., Sharma, S., Szyf, M. &
Meaney, M. J. 2007 The transcription factor nerve growth factor-inducible protein a mediates
epigenetic programming: altering epigenetic marks by immediate-early genes. J. Neurosci. 27,
1756–1768. (doi:10.1523/JNEUROSCI.4164-06.2007)

Wilkins, M. H. F., Stokes, A. R. & Wilson, H. R. 1953 Molecular structure of deoxypentose nucleic
acids. Nature 171, 738–740. (doi:10.1038/171738a0)

Williamson, D. I. 2003 The origins of larvae. Dordrecht, The Netherlands: Kluwer Academic
Publishers.

Williamson, D. I. 2006 Hybridization in the evolution of animal form and life cycle. Zool. J. Linn.
Soc. 148, 585–602. (doi:10.1111/j.1096-3642.2006.00236.x)

Williamson, D. I. & Vickers, S. E. 2007 The origins of larvae. Am. Sci. 95, 509–517.

Phil. Trans. R. Soc. A (2010)

 on February 7, 2010rsta.royalsocietypublishing.orgDownloaded from 

http://dx.doi.org/doi:10.1098/rsta.2009.0056
http://dx.doi.org/doi:10.3390/ijms10031161
http://dx.doi.org/doi:10.1007/s12064-007-0012-x
http://dx.doi.org/doi:10.1016/j.gene.2004.11.020
http://dx.doi.org/doi:10.1111/j.1749-6632.2009.04990.x
http://dx.doi.org/doi:10.1126/science.268.5210.545
http://dx.doi.org/doi:10.1126/science.268.5210.545
http://dx.doi.org/doi:10.1006/jcom.1999.0505
http://dx.doi.org/doi:10.1086/418103
http://dx.doi.org/doi:10.1095/biolreprod.104.031302
http://dx.doi.org/doi:10.1095/biolreprod.104.031302
http://dx.doi.org/doi:10.1038/150563a0
http://dx.doi.org/doi:10.1038/1831654a0
http://dx.doi.org/doi:10.1038/171964b0
http://dx.doi.org/doi:10.1038/171737a0
http://dx.doi.org/doi:10.1038/nn1276
http://dx.doi.org/doi:10.1523/JNEUROSCI.4164-06.2007
http://dx.doi.org/doi:10.1038/171738a0
http://dx.doi.org/doi:10.1111/j.1096-3642.2006.00236.x
http://rsta.royalsocietypublishing.org/


Physiology News | No. 78 | Spring 2010 | www.physoc.org

On reading the amusing article 
‘Why I hate epigenetics’ (Physiology 
News 77, Winter 2009, p. 43) Denis 
Noble dreamt that he was the Editor 
and had received the following 
letter, which he then translated into 
English for the beneit of readers of 
Physiology News:

Jardin des Plantes, 

Paris, le 21 novembre 2009

Monsieur l’éditeur 
I had no idea that my scientiic 
ideas were to become so politically 
sensitive, though I have been told 
that the distinguished Edinburgh 
professor of genetics and 
developmental biology, Conrad 
Waddington, was ignored by his 
fellow American scientists during 
the McCarthy inquisitions of the 
mid-20th century because of possible 
association with something called 
Communism, largely because he 
invented the term ‘epigenetics’ 
and claimed to have shown that it 
conirmed my ideas on inheritance. 
He called those ideas ‘lamarckism’ 
and was certainly not the irst to 
do so. That damnable giraffe’s 
neck (!) keeps returning to haunt 
me, whereas I thought I would be 
remembered for having introduced 
a new scientiic subject, which I 
called biology (I was the irst to 
do so), and for demonstrating the 
transformation of species and, hence, 
the basic truth of evolution. 

I am deeply puzzled by the term 
‘lamarckism’ for another reason also. 
Your brilliant Honorary Member, 
Charles Darwin, elected to that 
position on the foundation of your 
esteemed Society in 1876, also 
espoused the idea that acquired 
characteristics could be inherited 
[DN: see note 1]. In fact, like all 
biologists of our time, and even 
earlier, we absorbed this idea from 
our predecessors. I am amused 
that an idea for which I was not the 
inventor should have become so 
strongly associated with my name. 
I may be a ‘demented gloating little 
troll’ – in fact, I died so poor that 
they had to throw my body into 
a common lime-pit – but I can’t 
quite see why I am associated with 

the idea any more than Mr Darwin. 
He never disagreed with me on 
this issue, since neither of us knew 
anything about the later discoveries 
of genetics that seemed to exclude 
it. He even introduced the idea 
of gemmules, particles that he 
imagined to low through the blood 
stream to communicate acquired 
characteristics to the reproductive 
organs. Incidentally, your modern 
ideas on micro-chimerism are not so 
far from his idea of gemmules. It isn’t 
just epigenetics that is resurrecting 
the idea of the inheritance of 
acquired characteristics, nor would 
Mr Darwin be surprised. I have 
it on good authority that he was 
uncomfortable with the dogmatism 
of those who usurped his name by 
calling themselves neo-darwinists. 
[DN: see note 2]

No, the main issue on which Mr 
Darwin and I disagreed was whether 
there was a direction to evolution, 
what I called ‘le Pouvoir de la Vie’. 
This was not a mystical concept. In 
fact, I thought of it as derivable from 
basic physical principles, and so a 
perfectly natural phenomenon. Some 
of your modern ideas on complexity 
are not far removed from what I 
was thinking. Wouldn’t it be better 
therefore for me to be seen as having 
laid the irm foundations of evidence 
for the transformation of species on 
which your Mr Darwin was to build? I 
argued the case for evolution with all 
the powerful skeptics of my day. The 
highly inluential Georges Cuvier [DN: 
see note 3] ridiculed me mercilessly, 
even to the extent of gloating over 
my body in its pauper’s grave. The 
so-called eulogy that he delivered 
on my death was described by your 
distinguished evolutionary theorist, 
Mr Stephen Jay Gould, as ‘one of 
the most deprecatory and chillingly 
partisan biographies I have ever 
read.’ 

The fact is that I was reviled and 
died desperately poor (for which 
my family had to pay a heavy price) 
precisely because I had established 
the truth of, and argued strongly 
for, the idea of evolution. In this 
year of 2009, when you are rightly 
celebrating the bicentenary of 
Mr Darwin’s birth, it would be 

nice if people might pause a little 
and recognize that it is also the 
bicentenary of my main work, 
Philosophie Zoologique. [DN: see 
note 4] 

Veuillez accepter, cher Monsieur 
l’éditeur, l’expression de mes 
sentiments les plus distingués, 

Jean-Baptiste Pierre Antoine 
de Monet, Chevalier de la 
Marck

Notes by Denis Noble

1. In his introduction to Harvard’s 
republication in 1964 of The Origin of 
Species, Ernst Mayr wrote (pp. xxv–xxvi) 
“Curiously few evolutionists have noted 
that, in addition to natural selection, 
Darwin admits use and disuse as an 
important evolutionary mechanism. In 
this he is perfectly clear. For instance,…
on page 137 he says that the reduced 
size of the eyes in moles and other 
burrowing mammals is ‘probably due to 
gradual reduction from disuse, but aided 
perhaps by natural selection’. In the case 
of cave animals, when speaking of the 
loss of eyes he says, ‘I attribute their loss 
wholly to disuse’ (p. 137). On page 455 
he begins unequivocally, ‘At whatever 
period of life disuse or selection reduces 
an organ…’ The importance he gives 
to use or disuse is indicated by the 
frequency with which he invokes this 
agent of evolution in the Origin. I ind 
references on pages 11, 43, 134, 135, 
136, 137, 447, 454, 455, 472, 479, and 
480.” 

2. See Gabriel Dover’s book Dear Mr. 
Darwin: Letters on the Evolution of Life and 
Human Nature (Phoenix books, 2001).

3. Cuvier argued that the fossil record 
showed sudden, not gradual, changes 
– an idea that Stephen Jay Gould later 
espoused in his theory of punctuated 
equilibrium. Despite the similarity of 
his ideas with those of Cuvier, he was 
shocked by the dismissive tone of 
Cuvier’s ‘eulogy’ of Lamarck. 

4. Philosophie Zoologique is a much 
better book than one might imagine, 
given the low esteem in which Lamarck 
is held today. He really did establish the 
transformation of species and, although 
he was not the irst to develop the idea 
of evolution, he was an indefatigable 
proponent of the idea at a time when 
it was even more ridiculed than in 
Darwin’s day – recall that Lamarck died 
(1829) long before publication of The 
Origin of Species (1859). 
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SYSTEMS BIOLOGY AS AN APPROACH

Origins

he use of Systems Biology approaches in analyzing  biochemical 
networks is well established,1 and it is now also gaining ground 
in explorations of higher levels of physiological function, 
as  exemplified by the Physiome2 and Virtual Physiological 
Human3,4 projects. However, the use of the term “system” in 
the ield of biology long predates “Systems Biology.”

hroughout its existence as a discipline, physiology has concerned 
itself with the systems of the body (circulatory, nervous, immune, 
and so on). Back in 1542, Jean Fernel wrote, “So, if the parts of a 
complete Medicine are set in order, physiology will be the irst of all; 
it concerns itself with the nature of the wholly healthy human being, 
all the powers and functions.”5 Claude Bernard is widely credited 
with introducing one of the key biological  concepts—control of 
the internal environment—and he may therefore be viewed as the 
irst “systems biologist,”6 although good claims can also be made 
for William Harvey,7 Gregor Mendel,8 and others.

Essence

In order to explore the essence of Systems Biology—a notion 
that, in spite of its broad appeal, is still lacking a deinition—it 
may be helpful to start by considering the meaning of each of the 
two words. “Biology” is easy to deine: it is the science (Greek 
λόγος; “reason[ed] account”) that is concerned with living 
 matter (Greek βίος; “life”).

Although perhaps less well appreciated in the biological 
ield, the term “system” is equally well deined, as “an entity 

that maintains its existence through the mutual interaction of 
its parts.”9 Systems research, therefore, necessarily involves the 
combined application of “reductionist” and “integrationist” 
research techniques, to allow identiication and detailed char-
acterization of the parts, investigation of their interaction with 
one another and with their wider environment, and elucidation 
of how parts and interactions give rise to maintenance of the 
entity10 (Figure 1).

Systems Biology, therefore, can be seen to stand for an 
approach to bioresearch, rather than a ield or a destination.

his approach consciously combines reduction and integra-
tion from the outset of research and development activities, 
and it necessarily involves going across spatial scales of struc-
tural and functional integration (i.e., between the parts and the 
entity). here is no inherent restriction on the level at which “the 
system” may be deined. In fact, there is no such thing as the sys-
tem because structures that are parts of one system (say, a mito-
chondrion in a cell) may form systems in their own right at a 
diferent level of integration (for example, in the contexts of elec-
tron transport chains and ATP synthesis). he focus of Systems 
Biology can be, but is not required to be, at the single-cell level 
(a predominant target so far). As an approach, Systems Biology 
is equally applicable to small or large biological entities.

In addition to addressing the relationship between structure 
and function from the nano- to the macroscale, Systems Biology 
interprets biological phenomena as dynamic processes whose 
inherent time resolution depends on the behavior studied. 
his range extends from submicroseconds for molecular-level 
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In just over a decade, Systems Biology has moved from being an idea, or rather a disparate set of ideas, to a mainstream 

feature of research and funding priorities. Institutes, departments, and centers of various flavors of Systems Biology 

have sprung up all over the world. An Internet search now produces more than 2 million hits. Of the 2,800 entries in 

PubMed with “Systems Biology” in either the title or the abstract, only two papers were published before 2000, and 

>90% were published in the past five years. In this article, we interpret Systems Biology as an approach rather than as a 

field or a destination of research. We illustrate that this approach is productive for the exploration of systems behavior, 

or “phenotypes,” at all levels of structural and functional complexity, explicitly including the supracellular domain, and 

suggest how this may be related conceptually to genomes and biochemical networks. We discuss the role of models in 

Systems Biology and conclude with a consideration of their utility in biomedical research and development.
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interactions to days, months, and years, e.g., for the development 
of a disease in humans.

hus, Systems Biology explores how parts of biological entities 
function and interact to give rise to the behavior of the system as 
a whole. It is important to realize that “the entity,” for example a 
cell, enables and restricts the range of components and interac-
tions that are conceivable (e.g., a saline-based solute environment 
afects lipid bilayers in ways that are principally  diferent from 
those of an alcohol-based solvent system, prescribing functional 
properties that need not be “encoded” other than in the basic 
biochemical and biophysical properties of the matter involved). 
However, the interrelation between genomic code and pheno-
typic representation deserves consideration in this context.

THE CONNECTION BETWEEN GENOMES AND PHENOTYPES

In order to understand biological systems, it is necessary to 
understand the relationship between the genome and the pheno-
type. When the concept of a gene was irst introduced more than 
a century ago (see p.124 in Johannsen, 1909, where the term was 
derived from Greek γίνοµαι; “to become”),11 the relationship was 
thought to be  simple. For each inheritable character, there was 
postulated to be a “gene” transmitting that character through 
the generations. his seemed to be the best interpretation of 
Mendel’s experiments, implying discrete genetic elements that 
were responsible for phenotype characters. Later, even ater this 
broad concept of genes was replaced by one focusing on DNA 
sequences as an equivalent information carrier, this idea per-
sisted in the “one gene, one protein” hypothesis, even though 
proteins themselves are not the same as phenotype characters of 
complex organisms. Incidentally, this hypothesis is generally, but 
falsely, attributed to a 1941 PNAS paper by George W Beadle and 
Edward L Tatum.12 In that paper, the authors show an example 
in fungi of “one gene, one enzyme” control of a step in vitamin 
B6 synthesis, but they highlight in the introduction “...it would 

appear that there must exist orders of directness of gene control 
ranging from simple one-to-one relations to relations of great 
complexity.” he “one gene, one protein” hypothesis was devel-
oped over the following decade, and earned Beadle and Tatum 
the Nobel Prize in 1958, 5 years ater the structural description 
of DNA by James D Watson and Francis Crick.

We now know that the relationships between “genotype” and 
“phenotype” are even more complex. Protein-coding DNA is 
assumed to form only 1% of  metazoan genomes. It is control-
led through multiple mechanisms involving DNA that is stably 
transcribed (i.e., functional) yet not  protein-coding. he propor-
tion of functional, non-protein-coding DNA is understood to be 
an order of magnitude larger than that of protein-coding DNA; 
however total functional DNA represents only ~10% of overall 
DNA content.13 Many questions regarding the spatio-temporal 
organization of the regulatory genome remain to be resolved.14 
Also, whether the other 90% of DNA really has no function at all 
is an interesting question, particularly if one allows the notion 
of functionality to extend beyond its use as an RNA template 
(such as for scafolding). Complete removal of the “junk DNA” is 
experimentally diicult (it does not form a coherent set of large 
segments). Interestingly, one study that removed two very large 
blocks of non-coding DNA (2.3 Mb) in mice found no signii-
cant changes in phenotype.15 However, this is equivalent to just 
under 0.1% of the mouse genome (which would make it feasible, 
at least, to assume that structural efects of such deletion would 
have been minor or absent). It should also be recalled that many 
deletions, even of protein-coding regions, do not necessarily 
manifest themselves as a phenotypic change, unless the system is 
stressed.16 Further complexity arises from the fact that multiple 
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Figure 2 General relationships between genes, environment, and phenotype 

characters according to current physiological and biochemical understanding. 

The division of the conceptual entities—environment, phenotype, DNA, 

and biological networks—is neither strict nor mutually exclusive (and it 

does not specifically address the presence of any epigenomic information 

processing). Depending on the point of view, DNA, for example, is part of 

biological network activity (when you look “down” from the phenotype level), 

whereas biological networks are part of the environment (if you look “up” from 

DNA). It is hoped that this scheme will help to emphasize the complexity of 

interactions mediated by biological networks, which perform a whole host of 

key functions, such as enabling, filtering, conditioning, and buffering of the 

interplay between environment, phenotype, and DNA sequences. As shown 

on the right, the “determinants of a phenotype” (the original concept of genes) 

include much more than DNA sequences (the currently prevailing concept).
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Reprinted from ref. 10.
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splice variants, even of the same DNA sequence, can give rise 
to alternative proteins. hese efects are open to inluences by 
the environment (here broadly deined as what is external to the 
system in question), and actual “DNA sequences” may not be as 
compact or uniquely deined as was initially assumed.17

here is therefore a (at least) three-way interaction between 
DNA, the environment, and the phenotype. Figure 2 is an 
attempt to represent this interaction in a simpliied scheme. 
Interactions are mediated through the networks within and 
between cells, including subcellular components such as pro-
teins and organelles. hese networks not only provide signal-
ing pathways but also ilter and condition the transmission of 
signals between environment, DNA, and phenotype. his is the 
basic explanation for the inding that interventions at the level of 
functional DNA (knockouts, insertions, and mutations) do not 
necessarily show a phenotypic efect. hey are bufered by the net-
works, so that, even when changes at the level of proteins occur, 
there may be alternative (and normally redundant or  quiescent) 
ways to ensure the retention of phenotype characters.

he inluences of the phenotype and the environment on DNA 
are mediated by various mechanisms. DNA itself is chemically 
marked, e.g., by methylation of cytosines,18,19 and control of 
expression is afected by interactions with histones (the histone 

code20). Together, these form part of the epigenome (http://
www.epigenome.org) that constitutes a cellular memory, which 
can be transmitted to the subsequent generation(s). Longer-term 
efects include many forms of modiication of the DNA itself 
through environment-induced genome rearrangement, nonran-
dom mutations, and gene transfer.21 hese have played a major 
role in the evolution of eukaryotic cells,22 as have “gene” and 
“genome” duplication.23 Similar mechanisms also play a major 
role in the immune system, in which targeted hypermutation in 
B cells can generate changes in the genome that are as much as 
106 times greater than the normal mutation rates in the genome 
as a whole. his efectively extends the already huge range of 
antibodies that can be produced to an ininite one. Whereas the 
exact mechanism by which the recognition of a foreign antigen 
triggers or selects such DNA changes is not known, the exist-
ence of the process is well established.24 his behavior is entirely 
somatic (restricted to the cells of the immune system) and is 
therefore not  transmitted through the germline. It was originally 
thought that epigenetic marking was also restricted to somatic 
processes. here is, however, increasing evidence to show that 
some epigenetic marking can be transmitted via the germline25 
or via behavioral re-marking in each generation.26

he existence of these mechanisms makes the deinition of a 
gene even more problematic. he horizontal lines in Figure 2 
indicate the diference between the original concept of genes and 
the modern deinition. he original notion of a gene as the suf-
icient determinant of a phenotype includes everything below the 
black dashed line in Figure 2 (although those who introduced 
the concept, such as Johannsen,11 would not have known that). A 
“gene” in this sense is now understood to be a distributed cause, 
all of which is inherited (i.e., inheritance includes both DNA 
and other cellular components; here, conceptually separated—
although they are, of course, usually combined). he modern 
molecular-biology deinition of a gene is DNA alone (below the 
gray broken line in Figure 2) and is therefore very diferent from 
the original meaning, also from a causal viewpoint. his confu-
sion in terminology lies at the heart of many arguments over the 
role of genes in physiological function, with an extremely sim-
pliied variant represented by the vertical arrow on the right in 
Figure 2. Genes, deined as DNA sequences, may form necessary 
but not suicient causes of phenotype characters.

Figure 3 elaborates on this by depicting the relationships 
between individual DNA sequences and phenotype characters. 
To simplify what would otherwise be an illegible tangle of con-
nections, we show just six DNA sequences and six phenotype 
characters and indicate only some of the connections that could 
exist between these 12 elements.

DNA sequence 1 does not contribute to any of the given 
phenotype characters, and its modiication may give rise to 
irrelevant data and interpretations. Similarly (but unrelatedly), 
phenotype A is not afected by any of the given DNA sequences, 
and therefore assessment of causal relationships between the 
six DNA sequences shown and “A” may lead to false-negative 
conclusions (as DNA sequences outside the given range may be 
relevant). hese two will be the most frequently encountered 
“causal” relations.

Biological

networks

EC D FA B

1 2 3 4 5 6

-

DNA

Phenotype

E
n

v
ir

o
n

m
e

n
t

Figure 3 Simplified examples of interrelation between genes, environment, 

and phenotype characters according to current physiological and 

biochemical understanding. Interactions between particular DNA sequences 

and particular phenotype characters are mediated by biological networks. 

There is therefore no reason to assume direct causal relations between 

particular DNA sequences and particular phenotype characters in complex 

biological systems. To emphasize this, we have drawn each arrow of causation 

between a DNA sequence and a character as changing (from continuous 

to dotted) as it is transmitted through, and modified by, the biological 

interaction networks. Strictly speaking, not only do the causal arrows change, 

they interact within the network. The dotted arrows should therefore not be 

seen as mere continuations of the solid-line arrows. Green arrows highlight 

the fact that environmental influences (whether “external” or “internal” to the 

biological networks in this scheme) affect DNA sequences, their expression, 

and the shaping of phenotypic traits. Any diagram of these complex 

relationships is limited in what it can show. For details, see the text.
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DNA sequence 2 directly, and solely, contributes to phenotype 
characteristic B. his is the “ideal” scenario, which was once 
thought to be generally applicable. It is, in fact, either extremely 
rare or simply does not occur, except at the level of proteins in 
lower organisms such as prokaryotes.

DNA sequence 3 contributes to multiple phenotype characters 
(C, D, and E), whereas phenotype character E depends on DNA 
sequences 3–5. Such multiple connections are now known to be 
universal. he DNA–phenotype efects are, therefore, conditional. 
For example, a change in sequence 3 may not be translated into 
character E unless sequences 4 and 5 are knocked out as well; this 
again may contribute to potentially false-negative indings.

In addition, DNA–phenotype efects may afect other links, 
such as the one depicted by the dashed-line black arrow from 
phenotype characteristic E to DNA sequence 6 and, conse-
quently, to characteristic F (this is merely one example and 
does not even begin to address the complexity of feedback from 
pheno type characteristics to underlying genetic determinants); 
this type of interaction may give rise to false-positive interpreta-
tions of data.

Each phenotype character also depends on cellular inheritance 
and on the inluence of the environment via epigenetic and/or 
acute efects (see green arrows in Figure 3). All these inluences 
are mediated by networks within cells and tissues. he traditional, 
“diferential” view of genetics avoids  acknowledging this media-
tion by focusing on a single change (usually a mutation, addition, 
or deletion) in a DNA sequence and the observed net change in 
phenotype. It then deines this as “the gene for” that characteristic 
(or, more precisely, the observed “diference” in characteristics). 
Clearly, this ignores the great majority of the components that, 
in combination, give rise to a phenotype character.

he logic of these conditional efects may be very complex, 
with various combinations forming a suicient set of parameters 
that may give rise to similar or identical phenotypes. he major 
goal of a Systems Biology approach to genome–phenotype rela-
tions is to work out this logic. An “integral” view of  genetics, 
which takes these complexities into account, is therefore essen-
tial to the success of Systems Biology.10,27,28

ROLE OF MODELS FOR SYSTEMS RESEARCH

Conceivably, if biology had turned out to be as simple as early 
geneticists envisaged, it could have continued to be an essentially 
descriptive subject. Identifying functions and their genetic causes 
could have been viewed as simply linking the two together, bit by 
bit, a function or a gene at a time. he complexity represented 
(albeit only partially and simplistically) in Figures 2 and 3 shows 
that this is far from being the case. Beyond a certain degree of 
complexity, descriptive intuition oten fails. When large numbers 
of genes and proteins are involved, the combinatorial problems 
become seriously challenging.29 his is one of the reasons for 
another major characteristic of the Systems Biology approach: 
it makes extensive use of mathematical modeling in order to 
represent and understand complex interactions of parts and 
biological entities.

Mathematical models, however, need to be used with care. 
hey are aids to thought, not a replacement for it. he only 
serious diference between a biologist who uses mathematical 
modeling and one who does not is that the former explores the 
consequences of his ideas quantitatively, including implemen-
tation of computational experiments to assess the plausibility 
of those ideas. he potential beneits of doing so are obvious 
because quantitatively plausible predictions improve subsequent 
 hypothesis-driven experimental research. William Harvey30 
used this approach in his convincing arguments for the circu-
lation of blood, when he calculated how quickly the blood in 
the body would run out if it did not recirculate (see also ref. 7). 
Using mathematics for quantitative prediction, Harvey arrived 
at an assessment of the plausibility of a certain hypothesis (or 
lack thereof, as the case may be).

Modeling of the electrophysiology of the heart, in particular, 
has repeatedly been used to direct new experimental approaches. 
In this process, the “failures” (predictions that were shown wrong 
in subsequent experimental assessment) have been as impor-
tant as the “successes,”31 as Figure 4 illustrates. Let us assume, 
for a moment, that we all agree that proper scientiic process is 
based on review of the available data and knowledge, followed 
by interpretation to form a  falsiiable hypothesis, which is then 
subjected to validation.32 Falsiiability of a theory as a virtue has 
been highlighted before, for example, by leading philosopher 
of science, Sir Karl Popper, who stated: “A theory which is not 
refutable by any conceivable event is non-scientiic. Irrefutability 
is not a virtue of a theory (as people oten think) but a vice.”32

his view holds for the exploration of biological behavior. For 
the purpose of this argument, it does not matter whether this 
process is aided by formalized theoretical models (e.g., com-
puter simulations) or is based entirely on conceptualization by 
an individual or group. If the validation shows agreement with 
the hypothesis, all it does is reconirm what has been antici-
pated. hus, arguably, no new insight is generated, although 
the data that emerge from the validation can be fed back into 
the scientiic process (see Figure 4, right), and the same mod-
els (or concepts) will be applied in the future with a higher 
degree of conidence. Compare that to rejection of a hypothesis 
(Figure 4, let). Oten seen as a less desirable outcome, it is when 
we show our best-conceived predictions to be wrong that we 
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Figure 4 Schematic illustration of the scientific process and the role of 

validation. Emphasis is placed on the fact that, contrary to the common 

perception, the intellectual benefit of hypothesis rejection (left) may exceed 

that of confirmation (right). The value of successful hypothesis validation lies 

in increasing the level of confidence in a particular conceptual approach. 

Rejection highlights shortcomings in the approach and can be productive in 

guiding improved data acquisition, interpretation, and hypothesis formation.
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learn something about shortcomings in input data, their inter-
pretation (including any formalisms applied to aid this process), 
and/or the ensuing hypothesis (assuming that the approach to 
validation was suitable and applied correctly). his is the stage 
of the scientiic process in which new insight is generated and 
the seeds for further progress are laid.33

herefore, experimental information is the key to proper 
model development and validation, suggesting that “dry” com-
putational modeling should not be pursued in isolation from 
“wet” lab or clinical studies. Incidentally, the reverse statement 
is prudent, too. Studies involving biological samples beneit from 
theoretical assessment of most likely outcomes, helping in the 
selection of promising approaches, supporting experimental 
design, and avoiding ill-conceived studies.34 In other words, the 
cycle of “wet” data generation, “dry” interpretation and hypoth-
esis formation, “wet” validation, and so on, should be seen as a 
continuous chain. heoretical and practical research approaches 
do not thrive in isolation from each other.

he main limitations of mathematical modeling in biology 
arise from the very complexity that makes such modeling neces-
sary.35 By deinition (model = simpliied representation of real-
ity), all models are partial descriptions of the original, whether 
they are conceptual (to think is to model!), mathematical/com-
putational, or experimental/clinical. Of note, even an individual 
human would not be a perfect model system for the entire spe-
cies, calling for patient-speciic tools (including models) for 
prevention, diagnosis, and treatment.

Of course, a full representation of all aspects of a given real-
ity in a “model” would render it a copy (or a clone). his would 
sufer exactly the same shortcomings with regard to the insight 
generated, ranging from complexity-related diiculty in identi-
fying causal interrelations to ethico-legal boundaries on permis-
sible interventions and data-gathering approaches. By the very 
deinition of the term, an “all-inclusive” model would cease to 
be a model. he attempt to make such a model would strip it of 
all its advantages. It would be overburdened by what stands in 
need of simpliication or explanation and ofer no advantages 
for targeted assessment of hypotheses. 

Like tools in a toolbox, each model has its inherent limitations 
and its speciic utility. As an illustration, let us consider models of 
a train. Depending on purpose (toddler’s toy, collector’s replica, 
miniature railway), emphasis may be on simplicity, mechanical 
sturdiness, and color; on “to-scale” representation of appearance; 
or on mechanical function and ride comfort. An “all-inclusive 
model” of a train that captures every aspect, however, would be 
another train (and, as in patients, there are no two truly identical 
ones either). he copy train would not be suitable for application 
to the aforementioned model purposes, whether for the toddler, 
for the collector’s display cabinet, or for your local landscaped 
gardens. herefore, models can be good or bad only with respect 
to a particular purpose (in fact, well-suited or ill-suited would 
be more appropriate categories), but modeling per se—the uti-
lization of simpliied representations of reality—is neither: it is 
simply necessary. We all do it, in one way or another.

he diiculty in the case of complex biological systems (as 
opposed to man-made items) is that, on the basis of our present 

level of understanding, models remain very partial indeed. 
herefore, for some time to come, there will be a place for both 
negative and positive validation to drive model improvement 
and to calibrate conidence. A problem to be wary of, not only in 
the context of formalized (mathematical) modeling, is what we 
can call the plausibility trap—just because a model reproduces 
observed behavior does not mean that implicated mechanisms 
are major contributors or even that they are involved at all. All 
that such models can do is to illustrate quantitative  plausibility 
(which, in its own right, is certainly a major achievement). Even 
established theoretical models, therefore, require continual 
 validation of predictions against the above described outcome-
dependent consequences.

SYSTEMS BIOLOGY APPLICATION

If Systems Biology is accepted as an approach to biomedical 
research and development that, from the outset, consciously 
combines reduction and integration across a wide range of 
spatio-temporal scales, then one can explore diferent starting 
points for this systematic exploration of biological function.

Bottom–up

his is the classic molecular biology approach and can also be 
termed the “forward approach.” It starts with “bottom” elements 
of the organism—genes and proteins—and represents these by 
equations that describe their known interactions. “Bottom” here 
is, of course, metaphorical. Genes and proteins are everywhere, 
in all cells of the body. It is a conceptual convenience to place 
them at the bottom of any multiscale representation, that is, with 
structures of low spatial dimensionality. From these components 
and their interactions, the modeler aims to reconstruct the sys-
tem, including multiple feed-forward properties. It is conceivable 
that this might work in the case of the simplest organisms, such 
as prokaryotes, which can be represented as a relatively formless 
set of molecules with their networks surrounded by a lipid cell 
membrane. In the case of eukaryotes, many of the interactions 
between the components are restricted by the complex cell struc-
ture, including organelles. he forward approach would necessar-
ily include these structures, in which case it is no longer purely 
bottom–up because, as we have already noted, many of these 
structural features are inherited independently of DNA sequences. 
Levels higher than DNA and proteins would be necessary for suc-
cessful modeling. his does not imply that a bottom–up approach 
is of no value. It simply means that this approach, and the vast 
databanks that are being developed through genomics, pro-
teomics, and bioinformatics, need to be complemented by other 
approaches. his need is underlined by studies showing that the 
great majority of DNA knockouts do not aford any insight into 
normal physiological function (for an example, see ref. 16).

Top–down

his may be regarded as the classic physiology approach, some-
what akin to reverse engineering. First, study the system at 
a high level, then burrow down to lower levels in an attempt 
to arrive at an inverse solution. In this case, we start with the 
system and try to infer its parts and their functionality. his 
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approach has succeeded in some cases. he study of circulatory 
and respiratory physiology started of with the successful iden-
tiication and characterization of a system (closed circulatory 
loop, pump function of the heart, gas exchange in lungs and 
tissues), leading eventually to identiication of cells (red blood 
cells) and molecules (such as hemoglobin) that transport oxy-
gen, and so on. It must be admitted, of course, that this approach 
has had its failures. High in the list of these failures is the classic 
view of genetics. Burrowing down to the level of DNA using 
diferences in the phenotype to infer the existence of particu-
lar genes and then identifying individual properties from these 
DNA sequences can be seen as one of the great success stories 
of twentieth-century biology. Unfortunately, however, it works 
in only a small proportion of cases. he reasons are explained 
in Figure 2. here is no basis for supposing that we can always 
correctly infer the existence of particular DNA sequences from 
observations based on the pheno type because the relations 
between genotypes and phenotypes are massively multifactorial 
(Figure 3). In cross-species cloning, for example, cytoplasmic 
networks can even inluence phenotypes (such as numbers of 
vertebrae), contradicting the expected genome inluence.36 In 
this case, the “gene” (in the classic sense of the term) is in the 
egg cytoplasm networks!

Middle–out

he limitations of the bottom–up and top–down approaches 
used in isolation have led to the adoption of the middle–out 
approach in a major proportion of work in Systems Biology at 
higher levels.37 It can be represented as locally combining the 
bottom–up and top–down approaches, but that is only part of 
the story. Its success in the Physiome Project was possible pre-
cisely because it is pragmatic. Modeling begins at any level of the 

organization at which there are suicient reliable data to build 
a model. his is the starting point of the middle–out approach. 
It involves exploration of parameter spaces at the chosen level. 
he next step is to reach toward both higher and lower levels 
of structural complexity (the “out” part of the metaphor). A 
good example of this approach is the modeling of the heart, 
which started at the level of the cell by representing processes 
and components that contribute to electrical, mechanical, or 
metabolic functions (see refs. 38, 39). It then reached upward 
to tissue and organ levels by incorporating the cell models into 
detailed models of higher-level tissue and organ structure (see 
refs. 40, 41) and downward to the genome by representing the 
efects of known genetic changes on the proteins represented in 
the model (see refs. 42, 43).

Whichever approach is adopted, successful models span dif-
ferent levels of organization. Causes of particular phenotype 
characteristics are unraveled as multidimensional interactions—
the networks depicted in Figure 2. his leads us to a discussion 
of a very important conceptual tool: the multidimensionality 
of the many complex interactions in biological systems can be 
represented by what can be termed “landscape diagrams.”

The landscape concept

Appreciation of the complexity and multidimensionality of the 
relationships between the components of organisms is not new. 
he idea of representing these relationships in the form of land-
scapes was introduced by Wright44 and Waddington45,46 (for a 
review, see ref. 47). When Waddington introduced his landscape 
metaphor, he used it to depict the rearrangements of genes in 
the gene pool that trigger the expression of diferent combina-
tions of pre-existing alleles in response to environmental stress, 
a process he called epigenetics (note that the modern deinition 
of epigenetics is diferent—it usually refers to chemical marking 
of the DNA). However, the landscape concept can usefully be 
applied much more broadly, relating the function of the bio-
logical system (or phenotype) to properties that we may seek 
to vary clinically (such as by pharmacological or device-based 
interventions) in order to manipulate the system toward a state 
of stability, safety, or health. Because of its focus on interac-
tions, the landscape approach is already being used in Systems 
Biology.48

he underlying concept is that networks of interactions in 
a biological system can be represented as a multidimensional 
space in which variations in any of the parameters can be seen 
to correspond to perturbations in one (or more) of the dimen-
sions. hese efects ind representation as changes, either in the 
 landscape itself, as a translocation of functional states from one 
point to another within a given landscape, or a combination of 
both. Figure 5 illustrates a conceptual example of state translo-
cation to show how covariation of two parameters (P1, P2) may 
give rise to principally diferent efects on systems behavior (see 
the color scale) than one would have predicted from changing 
either of these parameters in isolation.

he importance of parameter interaction in complex sys-
tems has long been appreciated by engineers, and, correspond-
ingly, mathematical theories to deal with this issue have been 
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Figure 5 Schematic illustration of the landscape concept in parameter space. 

The value of a hypothetical biological function (color-coded, z axis) varies 

as a function of multiple parameters, including P1 and P2. Assume a patient 

whose biological profile places him in position A, where the desired action 

(or a “side effect” associated with another treatment) is a reduction in the 

P1 value toward a new target level. Direct reduction in P1 (black trajectory) 

leads to severe negative consequences. Covariation in both P1 and P2 (white 

trajectory) allows transition toward the desired P1 levels without detrimental 

changes. An isolated reduction in P2 to the same extent (gray trajectory) 

would also be detrimental, showing that the combined action (passage from 

A to B) would not have been an intuitively obvious path to take.
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developed. In one such approach, parameter interactions can 
be explored using “response surface methodology,”49 a subset 
of “design of experiments” theory.50 his collection of statisti-
cal techniques is tailored for parameter space exploration, with 
the aim of identifying maximally efective target combinations 
with the minimal number of experiments. Initially applied to 
optimization of production processes in various industries, 
the potential of these techniques for parameter optimization 
in drug- and device-based diagnosis and therapy has begun to 
be explored.51,52 

he landscape approach aims to proceed beyond parameter 
optimization, to identify trajectories for dynamic parameter vari-
ation while keeping responses within a certain range. In Figure 5, 
for example, a straight connection from A to B would involve 
transition via a response range that, depending on dynamics (e.g., 
dwell times along parts of the trajectory), could be detrimental. 
his is avoided by moving through the intermediate target A′. 
Trajectory identiication can be conducted in multiple ways. One 
option is to acquire a thorough knowledge of the entire landscape. 
his can be done using brute-force multidimensional parameter 
space exploration or with the guidance of coarse (or even adap-
tive) grid-point  characterization, followed by detailed mapping 
of regions of interest (e.g., areas of steep changes in biological 
function or regions near known sites of desirable/undesirable 
functional behavior). Alternatively, one can conduct neighbor-
hood mapping from (multiple) known source or target locations 
and try to interrelate identiied fragments.

his is not a mere conceptual pastime; it is relevant to the 
development of therapeutic interventions. Early forays include 
the mid-nineteenth-century studies of Fraser, who noted the 
“hyperantagonistic” efect of two drugs: the herbal  poison “phys-
ostigma” (a cholinesterase inhibitor) and “atropia” ( atropine, a 
competitive antagonist for the muscarinic acetylcholine receptor 
that can act as a therapeutic antidote, unless given in excess).53 
Today, multi-drug combinations are common in medical treat-
ments, and the efects of drugs can be additive, synergistic, 
antagonistic, or give rise to qualitatively diferent side efects 
(for example, via changes in compound  metabolism). A good 
practical example is the evolution of knowledge concerning 
the actions of ranolazine (CV herapeutics, now Gilead, Palo 
Alto, CA). his compound blocks the hERG channel (human 
Ether-à-go-go Related Gene, underlying the rapid delayed rec-
tifying potassium current, IKr) and thereby prolongs the action 
potential in cardiac muscle cells. his type of response can be 
associated with an increased likelihood of heart rhythm distur-
bances. his is not the case here, however, because ranolazine 
also partially blocks the persistent sodium current (iNa,p).54 his 
combined action has two beneicial efects: it suppresses the 
development of so-called “early ater-depolarizations” (which 
can cause acute initiation of heart rhythm disturbances), and it 
reduces sodium loading of the cell (which is a risk factor in the 
longer-term development of arrhythmias55,56). he blocking of 
iNa,p in isolation can also have negative side efects, in that this 
channel subtype is important for the initiation and conduction 
of the heart’s electrical activation. herefore, similar to what is 
shown in Figure 5, the combination of two wrongs can actually 

make a right. To date, ranolazine has been given US Food and 
Drug Administration approval for use in chest pain of cardiac 
origin (angina pectoris); further studies evaluate whether it is 
also an efective antiarrhythmic drug.

Similarly, the landscape concept can be productive in the 
development and application of medical devices. An example 
comes from the study of biventricular pacing optimization. 
Initial multiparameter pacing studies relied largely on varying 
one pacing parameter at a time, neglecting possible parameter 
interdependence that may give rise to  nonlinear or cumulative 
efects. he advantage of exploring multiple variables simultane-
ously has been demonstrated in studies of simultaneous optimi-
zation of let ventricular pacing site and interventricular57,58 or 
atrioventricular59,60 pacing delay. Here, independent variation 
of single parameters may cause hemo dynamic deterioration, 
whereas covariation improves patient status. he best trajec-
tory of parameter variation for biventricular pacing optimiza-
tion, for example, has been identiied using a gradient method 
for targeted neighborhood mapping to guide the user through 
optimal parameter combinations.61

here are also many physiological examples of similar rela-
tionships in the heart. For example, hyperkalemia on its own 
can be fatal, as can be an excess of adrenaline. But when the 
two increase together, such as in exercise, the result is “safe.”62 
he covariance of parameters can also go in opposite direc-
tions. For instance, when the background sodium current iNa,b 
is progressively reduced in a sinus-node pacemaker model, the 
hyperpolarization-activated “funny” current, if, automatically 
increases. he net result of this is a minimal change in beating 
rate.63 his kind of reciprocal variation must be a basis for 
the robustness that biological systems display in response to 
interventions such as gene knockouts, many of which appear 
to have no phenotypic efect. Hillenmeyer et al.16 studied this 
phenomenon in yeast and found that 80% of knockouts had 
no efect on the phenotype, as measured by cell growth and 
division, in a normal physiological environment. But when 
the organisms were metabolically stressed, 97% of the same 
knockouts did afect growth. In this example, the pheno-
typic expression of any given gene was therefore conditional 
on what the metabolic networks were experiencing. When 
backup networks are called into play because a particular 
metabolite is in short supply, the deiciency at the level of 
DNA may be revealed.

In mathematical models, robustness—that is, lack of signii-
cant changes in systems behavior despite signiicant para meter 
variation (for an example, see ref. 64)—is also referred to as 
“parameter sloppiness.”65 Determining safe areas in a func-
tional landscape (Figure 5) is therefore equivalent to identifying 
regions of sloppiness. his is done by systematically exploring 
the range of parameter changes to which critical behavior of the 
system is insensitive. Such “insensitivity analysis” can be con-
ducted either locally or in global parameter space. Estimates of 
global parameter sensitivity are typically based on sampling local 
sensitivities over multiple regions of a landscape (for example, by 
using the Morris method, see ref. 66). his requires close itera-
tion between experimental data input and theoretical  modeling 
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and is somewhat akin to the daunting task of drawing a map of a 
city by taking underground train transportation and character-
izing the landscapes that present themselves at each overground 
exit without knowing the precise spatial interrelation among 
the stations.

What helps is that “sloppiness” is thought to be a universal 
property of Systems Biology models (much as “robustness” 
is common among biological systems). If this is true, it will 
be of great importance, for both the development of mathe-
matical models and their practical application. Knowledge of 
critical parameter ranges is essential for producing reliable and 
 predictive models, while insight into “uncritical” aspects will 
allow parameter reduction and model simpliication. In the ideal 
 scenario, models will be as complex as necessary yet as simple 
as possible to address a given problem.67

CONCLUSIONS

Systems Biology is an approach to biomedical research that 
consciously combines reduction and integration of informa-
tion across multiple spatial scales to identify and characterize 
parts and explore the ways in which their interaction with one 
another and with the environment results in the maintenance 
of the entire system. In this efort, it faces the diicult task of 
connecting genomes and phenotypes, which are linked in a bidi-
rectional manner and through complex networks of interaction, 
including modulation by the environment of the system itself. 
his process would be impossible without the use of advanced 
computational modeling techniques to explore the landscapes 
that are constituted by mutually interacting and highly dynamic 
parameters. he challenge for Systems Biology is to use mul-
tiparameter perturbations to identify the safe areas, in which 
covariation of multiple processes supports the maintenance of 
stability. Valleys in the landscape interconnect such areas, and 
their topography can guide the selection of patient-speciic and 
safe treatment options.

his approach can be of use to the pharmaceutical industry 
in three ways. First, we may identify multitarget drug proiles 
that would be beneicial for a given purpose or condition. In 
fact, there may well be multiple solutions to the same problem, 
thereby expanding the range of available options for individual 
patients. Second, we should be able to predict tectonic changes, 
which involve the landscape itself being altered in such a way 
that the system shits to a principally diferent, perhaps unstable, 
state outside the normal physiological range. Characterizing the 
factors that determine a switch from normal, or even disturbed, 
cardiac rhythms with a regular pattern (e.g., bradycardias or 
tachycardias) to chaotic behavior (e.g., ibrillation) is a good 
example. Achieving this, and then relating it to known proper-
ties of drug compounds, would greatly help the  pharmaceutical 
discovery process (see ref. 68 for a comprehensive account of 
why this shit toward virtual R&D strategies will be vital for the 
industry as a whole). hird, if we have identiied one (or several) 
safe combination(s) of background activity and intervention 
proiles, we may be able to map out isolines that demarcate the 
safe from the unsafe directions (“map out the valleys”). Patient-
speciic insensitivity analysis in particular could hold the key to 

identifying and eliminating the main obstacle to many other-
wise eicient pharmacological treatments—drug side efects.
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This article uses an integrative systems biological view of the relationship between genotypes
and phenotypes to clarify some conceptual problems in biological debates about causality.
The differential (gene-centric) view is incomplete in a sense analogous to using differentiation
without integration in mathematics. Differences in genotype are frequently not reflected in
significant differences in phenotype as they are buffered by networks of molecular interactions
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when one pathway is removed. Those networks integrate the influences of many genes on
each phenotype so that the effect of a modification in DNA depends on the context in
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mechanisms of buffering and the contextual-dependence of phenotypic outcome, and so to
represent correctly and quantitatively the relations between genomes and phenotypes.
By incorporating all the causal factors in generating a phenotype, this approach also high-
lights the role of non-DNA forms of inheritance, and of the interactions at multiple levels.
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1. INTRODUCTION

Are organisms encoded as molecular descriptions in
their genes? By analysing the genome, could we solve
the forward problem of computing the behaviour
of the system from this information, as was implied by
the original idea of the ‘genetic programme’ [1] and
the more modern representation of the genome as the
‘book of life’? In this article, I will argue that this is
both impossible and incorrect. We therefore need to
replace the gene-centric ‘differential’ view of the
relation between genotype and phenotype with an
integrative view.

2. IMPOSSIBILITY

Current estimates of the number of genes in the human
genome range up to 25 000, though the number would
be even larger if we included regions of the genome
forming templates for non-protein coding RNAs and
as yet unknown numbers of microRNAs [2]. With no
further information to restrict them, the number of con-
ceivable interactions between 25 000 components is
approximately 1070000 [3]. Many more proteins are
formed than the number of genes, depending on the
number of splice variants and post-transcriptional
modifications. Proteins are the real workhorses of the

organism so the calculation should really be based on
this number, which may be in excess of 100 000, and
further increased by a wide variety of post-translational
modifications that influence their function.

Of course, such calculations are not realistic. In
practice, the great majority of the conceivable inter-
actions cannot occur. Compartmentalization ensures
that some components never interact directly with
each other, and proteins certainly do not interact
with everything they encounter. Nevertheless, we
cannot rely on specificity of interactions to reduce
the number by as much as was once thought. Most
proteins are not very specific [4,5]. Each has many
interactions (with central hubs having dozens) with
other elements in the organism [6], and many
(around 30%) are unstructured in the sense that
they lack a unique three-dimensional structure and
so can change to react in variable ways in protein
and metabolic networks [7].

In figure 1, I show the calculations for a more reason-
able range of possible interactions by calculating the
results for between 0 and 100 gene products for each
biological function (phenotype characteristic) for gen-
omes up to 30 000 in size. At 100 gene products per
function, we calculate around 10300 possible inter-
actions. Even when we reduce the number of genes
involved in each function to 25 we still calculate a
figure, 1080, which is as large as the estimated number
of elementary particles in the universe. These are there-
fore literally ‘astronomic’ numbers. We do not yet have
any way of exploring interaction spaces of this degree of
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multi-dimensionality without insight into how the
interactions are restricted. Computational biology has
serious difficulties with the problem of combinatorial
explosion even when we deal with just 100 elements,
let alone tens of thousands.

Given these estimates of the scale of the forward pro-
blem, no-one should contemplate calculating the
interactions in this massively ‘blind’ bottom-up fashion.
That is the reason why the middle-out approach has
been proposed [8]. This was originally a suggestion
made by Brenner et al. [9]. The quotations from that
Novartis Foundation discussion are interesting in the
present context. Brenner wrote ‘I know one approach
that will fail, which is to start with genes, make proteins
from them and to try to build things bottom-up’ ([9],
p. 51) and, then later, ‘Middle-out. The bottom-up
approach has very grave difficulties to go all the way’
([9], p. 154). My interpretation of the ‘middle-out’
approach is that you start calculating at the level at
which you have the relevant data. In my work, this is
at the level of cells, where we calculate the interactions
between the protein and other components that gener-
ate cardiac rhythm, then we reach ‘out’ to go down
towards the level of genes [10] and upwards towards
the level of the whole organ [11,12].1 By starting, in
our case, at the level of the cell, we focus on the data rel-
evant to that level and to a particular function at that
level in order to reduce the number of components we
must take into account. Other computational biologists
choose other levels as their middle.

In practice, therefore, even a dedicated bottom-up
computational biologist would look for ways in which

nature itself has restricted the interactions that are
theoretically possible. Organisms evolve step by step,
with each step changing the options subsequently
possible. I will argue that much of this restriction is
embodied in the structural detail of the cells, tissues
and organs of the body, as well as in its DNA.
To take this route is therefore already to abandon the
idea that the reconstruction can be based on DNA
sequences alone.

3. INCORRECT

One possible answer to the argument so far could be
that while we may not be able, in practice, to calculate
all the possible interactions, nevertheless it may be true
that the essence of all biological systems is that they
are encoded as molecular descriptions in their genes.
An argument from impossibility of computation is
not, in itself, an argument against the truth of a
hypothesis. In the pre-relativity and pre-quantum
mechanical world of physics (a world of Laplacian
billiard balls), many people considered determinate
behaviour of the universe to be obviously correct even
though they would readily have admitted the practical
impossibility of doing the calculations.

To the problem of computability therefore we must
add that it is clearly incorrect to suppose that all
biological systems are encoded in DNA alone. An orga-
nism inherits not just its DNA. It also inherits the
complete fertilized egg cell and any non-DNA com-
ponents that come via sperm. With the DNA alone,
the development process cannot even get started, as
DNA itself is inert until triggered by transcription fac-
tors (various proteins and RNAs). These initially come
from the mother [13] and from the father, possibly
through RNAs carried in the sperm [14–16]. It is only
through an interaction between DNA and its environ-
ment, mediated by these triggering molecules, that
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Figure 1. Genetic combinatorial explosion. Solutions of the equation nPr ¼ nðn � 1Þðn � 2Þ . . . . . . ðn � r þ 1Þ ¼ n!=ðn � rÞ!,
where n denotes number of genes in the genome, r is the number assumed to be involved in each function. Ordinate: number
of possible combinations (potential biological functions). Abscissa: Number of genes required in each function. The curves
show results for genomes of various sizes between 100 and 30 000 genes and for up to 100 genes involved in each function (adapted
from Feytmans et al. [3]).

1Note that the terms ‘bottom’, ‘up’, ‘middle’ and ‘out’ are conveying
the sense of a hierarchy between levels of organization in biological
systems that tends to ignore interactions that take place between
levels in all directions. So very much as ‘bottom-up’ and ‘top-down’
approaches are arguably complementary, we should consider ‘out-in’
as well as ‘middle-out’ approaches in our attempts to integrate
upward and downward causation chains.
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development begins. The centriole also is inherited via
sperm [17], while maternal transfer of antibodies and
other factors has also been identified as a major source
of transgenerational phenotype plasticity [18–20].

4. COMPARING THE DIFFERENT
FORMS OF INHERITANCE

How does non-DNA inheritance compare with that
through DNA? The eukaryotic cell is an unbelievably
complex structure. It is not simply a bag formed by
a cell membrane enclosing a protein soup. Even
prokaryotes, formerly thought to fit that description,
are structured [21] and some are also compartmenta-
lized [22]. But the eukaryotic cell is divided up into
many more compartments formed by the membranous
organelles and other structures. The nucleus is also
highly structured. It is not simply a container for
naked DNA, which is why nuclear transfer experiments
are not strict tests for excluding non-DNA inheritance.

If we wished to represent these structures as digital
information to enable computation, we would need to
convert the three-dimensional images of the cell at a
level of resolution that would capture the way in
which these structures restrict the molecular inter-
actions. This would require a resolution of around
10 nm to give at least 10 image points across an orga-
nelle of around 100 nm diameter. To represent the
three-dimensional structure of a cell around 100 mm
across would require a grid of 10 000 image points
across. Each gridpoint (or group of points forming a
compartment) would need data on the proteins and
other molecules that could be present and at what
level. Assuming the cell has a similar size in all direc-
tions (i.e. is approximately a cube), we would require
1012 gridpoints, i.e. 1000 billion points. Even a cell as
small as 10 mm across would require a billion grid
points. Recall that the genome is about three billion
base pairs. It is therefore easy to represent the three-
dimensional image structure of a cell as containing as
much information as the genome, or even more since
there are only four possible nucleotides at each position
in the genome sequence, whereas each grid point of the
cellular structure representation is associated with digi-
tal or analogue information on a large number of
features that are present or absent locally.

There are many qualifications to be put on these cal-
culations and comparisons. Many of the cell structures
are repetitive. This is what enables cell modellers to
lump together compartments like mitochondria, endo-
plasmic reticulum, ribosomes, filaments, and other
organelles and structures, though we are also beginning
to understand that, sometimes, this is an oversimplifica-
tion. A good example is the calcium signalling system in
muscles, where the tiny spaces in which calcium signal-
ling occurs, that couples excitation to contraction have
to be represented at ever finer detail to capture what
the experimental information tells us. Current estimates
of the number of calcium ions in a single dyad (the
space across which calcium signalling occurs) is only
between 10 and 100 [23], too small for the laws of
mass action to be valid.

Nevertheless, there is extensive repetition. One
mitochondrion is basically similar to another, as are
ribosomes and all the other organelles. But then, exten-
sive repetition is also characteristic of the genome.
A large fraction of the three billion base pairs forms
repetitive sequences. Protein template regions of the
human genome are estimated to be less than 1.5 per
cent. Even if 99 per cent of the structural information
from a cell image were to be redundant because of rep-
etition, we would still arrive at figures comparable to
the effective information content of the genome. And,
for the arguments in this paper to be valid, it does
not really matter whether the information is strictly
comparable, nor whether one is greater than the
other. Significance of information matters as much as
its quantity. All I need to establish at this point is
that, in a bottom-up reconstruction—or indeed in any
other kind of reconstruction—it would be courting fail-
ure to ignore the structural detail. That is precisely
what restricts the combinations of interactions
(a protein in one compartment cannot interact directly
with one in another, and proteins floating in lipid
bilayer membranes have their parts exposed to different
sets of molecules) and may therefore make the compu-
tations possible. Successful systems biology has to
combine reduction and integration [24,25]. There is no
alternative. Electrophysiological cell modellers are fam-
iliar with this necessity since the electrochemical
potential gradients across membranes are central to
function. The influence of these gradients on the
gating of ion channel proteins is a fundamental feature
of models of the Hodgkin–Huxley type. Only by
integrating the equations for the kinetics of these chan-
nels with the electrochemical properties of the whole
cell can the analysis be successful. As such models
have been extended from nerve to cardiac and other
kinds of muscle the incorporation of ever finer detail
of cell structure has become increasingly important.

5. THE DIFFERENTIAL VIEW OF
GENETICS

These points are so obvious, and have been so ever since
electron microscopes first revealed the fine details of
those intricate sub-cellular structures around 50 years
ago, that one has to ask how mainstream genetics
came to ignore the problem. The answer lies in what I
will call the differential view of genetics.

At this point, a little history of genetics is relevant.
The original concept of a gene was whatever is the
inheritable cause of a particular characteristic in the
phenotype, such as eye colour, number of limbs/
digits, and so on. For each identifiable phenotype
characteristic, there would be a gene (actually an
allele—a particular variant of a gene) responsible for
that characteristic. A gene could be defined therefore
as something whose presence or absence makes a differ-
ence to the phenotype. When genetics was combined
with natural selection to produce the modern synthesis
[26], which is usually called neo-Darwinism, the idea
took hold that only those differences were relevant to
evolutionary success and all that mattered in relating
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genetics to phenotypes was to identify the genetic
causes of those differences. Since each phenotype must
have such a cause (on this view at least) then selection
of phenotypes amounts, in effect, to selection of individ-
ual genes. It does not really matter which way one looks
at it. They are effectively equivalent [27]. The gene’s-
eye view then relegates the organism itself to the role
of disposable carrier of its genes [28]. To this view we
can add the idea that, in any case, only differences of
genetic make-up can be observed. The procedure is
simply to alter the genes, by mutation, deletion,
addition and observe the effect on the phenotype.

I will call this gene-centric approach the ‘differential
view’ of genetics to distinguish it from the ‘integral
view’ I will propose later. To the differential view, we
must add an implicit assumption. Since, on this view,
no differences in the phenotype that are not caused
by a genetic difference can be inherited, the fertilized
egg cell (or just the cell itself in the case of unicellular
organisms) does not evolve other than by mutations
and other forms of evolution of its genes. The inherited
information in the rest of the egg cell is ignored because
(i) it is thought to be equivalent in different species (the
prediction being that a cross-species clone will always
show the phenotype of whichever species provides the
genes), and (ii) it does not evolve or, if it does through
the acquisition of new characteristics, these differences
are not passed on to subsequent generations, which
amounts to the same thing. Evolution requires
inheritance. A temporary change does not matter.

At this stage in the argument, I will divide the
holders of the differential view into two categories.
The ‘strong’ version is that, while it is correct to say
that the intricate structure of the egg cell is inherited
as well as the genes, in principle that structure can be
deduced from the genome information. On this view,
a complete bottom-up reconstruction might still be
possible even without the non-genetic information.
This is a version of an old idea, that the complete organ-
ism is somehow represented in the genetic information.
It just needs to be unfolded during development, like a
building emerging from its blueprint.

The ‘weak’ version is one that does not make this
assumption but still supposes that the genetic infor-
mation carries all the differences that make one
species different from another.

The weak version is easier to deal with, so I will start
with that. In fact, it is remarkably easy to deal with.
Only by restricting ourselves to the differential view of
genetics it is possible to ignore the non-genetic struc-
tural information. But Nature does not play just with
differences when it develops an organism. The organism
develops only because the non-genetic structural infor-
mation is also inherited and is used to develop the
organism. When we try to solve the forward problem,
we will be compelled to take that structural information
into account even if it were to be identical in different
species. To use a computer analogy, we need not only
the ‘programme’ of life, we also need the ‘computer’
of life, the interpreter of the genome, i.e. the highly
complex egg cell. In other words, we have to take the
context of the cell into account, not only its genome.
There is a question remaining, which is whether the

weak version is correct in assuming the identity of egg
cell information between species. I will deal with that
question later. The important point at this stage is
that, even with that assumption, the forward problem
cannot be solved on the basis of genetic information
alone. Recall that genes need to be activated to do
anything at all.

Proponents of the strong version would probably also
take this route in solving the forward problem, but only
as a temporary measure. They would argue that, when
we have gained sufficient experience in solving this
problem, we will come to see how the structural infor-
mation is somehow also encoded in the genetic
information.

This is an article of faith, not a proven hypothesis.
As I have argued elsewhere [29,30], the DNA sequences
do not form a ‘programme’ that could be described as
complete in the sense that it can be parsed and analysed
to reveal its logic. What we have found in the genome is
better described as a database of templates [31] to
enable a cell to make proteins and RNA. Unless that
complete ‘programme’ can be found (which I would
now regard as highly implausible given what we already
know of the structure of the genome), I do not think the
strong version is worth considering further. It is also
implausible from an evolutionary viewpoint. Cells
must have evolved before genomes. Why on earth
would nature bother to ‘code’ for detail which is inher-
ited anyway in the complete cell? This would be as
unnecessary as attempting to ‘code for’ the properties
of water or of lipids. Those properties are essential for
life (they are what allow cells to form), but they do
not require genes. Mother Nature would have learnt
fairly quickly how to be parsimonious in creating
genetic information: do not code for what happens
naturally in the physico-chemical universe. Many
wonderful things can be constructed on the basis of rela-
tively little transmitted information, relying simply on
physico-chemical processes, and these include what
seem at first sight to be highly complex structures like
that of a flower (see, for example, [32]; figures 2 and 3).

The point here is not that a flower can be made
without genes (clearly, the image in figure 2 is not
a flower—it does not have the biochemistry of a
flower, for example), but rather that genes do not
need to code for everything. Nature can, as it were,
get ‘free rides’ from the physics of structure: the attrac-
tors towards which systems move naturally. Such
physical structures do not require detailed templates

Figure 2. Solutions of a generalized Schrödinger equation
for diffusive spheric growth from a centre (adapted from
Nottale & Auffray [32]).
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in the DNA sequences, they appear as the natural
expression of the underlying physics. The structures
can then act as templates for the self-organization of
the protein networks, thus making self-organization
a process depending both on the genome and the
inherited structure.

6. IS THE DIFFERENTIAL VIEW
CORRECT?

Both the strong and weak versions exclude the possi-
bility of inheritance of changes in the non-DNA
structural information. Indications that this may not
be entirely correct have existed for many years. Over
50 years ago, McLaren & Michie [33] showed that the
skeletal morphology (number of tail vertebrae) of differ-
ent strains of mice depended on that of the mother into
which the fertilized egg cell was implanted, and cannot
therefore be entirely determined by the genome. Many
other maternal effects have since been found in mam-
mals [13,34]. We can now begin to understand how
these effects may occur. The genome is marked epigen-
etically in various ways that modify gene-expression
patterns. These markings can also be transmitted
from one generation to another, either via the germline
or via behavioural marking of the relevant genes
[14,35,36].

Transmission of changes in structural information
also occurs in unicellular animals. Again, this has
been known for many years. Surgical modification of
the direction of cilia patterns in paramecium, produced
by cutting a pole of the animal and reinserting it
the wrong way round, are robustly inherited by the
daughter cells down many generations [37,38].

Interest in this kind of phenomenon has returned,
perhaps in the wake of discoveries in epigenetics that
make the phenomena explicable. A good example is
the work of Sun et al. [39] on cross-species cloning of
fish from different genera. They enucleated fertilized
goldfish eggs and then inserted a carp nucleus. The
overall body structure of the resulting adult fish is inter-
mediate. Some features are clearly inherited from the
goldfish egg. Intriguingly, in the light of McLaren and
Michie’s work, this included the number of vertebrae.
The goldfish has fewer than the carp. So does the
cross-species clone.2

Sun et al.’s [39] work is remarkable for another
reason also. Success in creating adult cross-species
clones is very rare. Virtually all other attempts at
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Figure 3. Example of the use of computational systems biology to model a genetic buffering mechanism. (a) Membrane potential
variations in a model of the sinus node pacemaker of the heart. (b) The background sodium channel, ib,Na, is progressively reduced
until it is eventually ‘knocked out’. (c) The mixed (sodium and potassium) cation current channel, if, progressively takes over the
function, and so ensures that the change in frequency is minimized (adapted from Noble et al. [61]), recomputed using COR:
http://cor.physiol.ox.ac.uk/. Coordinates: membrane potential in millivolt, current in nanoampere, time (abscissa) in
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2Note also that cross-species clones are not a full test of the differential
view, since what is transferred between the species is not just DNA.
The whole nucleus is transferred. All epigenetic marking that is
determined by nuclear material would go with it. Cytoplasmic
factors from the egg would have to compete with the nuclear factors
to exert their effects.

Differential and integral views of genetics D. Noble 11

Interface Focus (2011)

 on March 16, 2011rsfs.royalsocietypublishing.orgDownloaded from 

http://cor.physiol.ox.ac.uk/
http://cor.physiol.ox.ac.uk/
http://rsfs.royalsocietypublishing.org/


cross-species cloning failed to develop to the adult [40].
An obvious possible explanation is that the egg cell
information is too specific [41] as it has also evolved
to become usually incompatible between different
species. Strathmann [42] also refers to the influence of
the egg cytoplasm on gene expression during early
development as one of the impediments to hybridiz-
ation in an evolutionary context. There is no good
reason why cells themselves should have ceased to
evolve once genomes arose. But if we need a specific
(special purpose) ‘computer’ for each ‘programme’,
the programme concept loses much of its attraction.
The programming of living systems is distributed.
Organisms are systems in continuous interaction with
their environment. They are not Turing machines.

Contrary to the differential view, therefore, inheri-
tance involves much more than nuclear DNA (see also
[43]). It is simply incorrect to assume that all inherited
differences are attributable to DNA [44,45].

7. THE INTEGRAL VIEW OF GENETICS

The alternative to the differential view is the integral
approach. It is best defined as the complement to the
differential approach. We study the contributions of a
gene to all the functions in which its products take
part. This is the approach of integrative biology, and
here I am using ‘integral’ and ‘integrative’ in much
the same sense. Integrative biology does not always or
necessarily use mathematics of course, but even when
it does not, the analogy with mathematical integration
is still appropriate, precisely because it is not limited to
investigating differences, and the additional infor-
mation taken into account is analogous to the initial
(¼ initial states of the networks of interactions) and
boundary (¼ structural) conditions of mathematics.
Indeed, they are exactly analogous when the mathemat-
ical modelling uses differential equations (as in figure 3
above). The middle-out approach is necessarily integra-
tive. It must address the complexities arising from
taking these conditions into account. The argument
for the integrative approach is not that it is somehow
easier or eliminates the complexity. On the contrary,
the complexity is a major challenge. So, we need
strong arguments for adopting this approach.

One such argument is that, most often, the differen-
tial approach does not work in revealing gene functions.
Many interventions, such as knockouts, at the level of
the genome are effectively buffered by the organism.
In yeast, for example, 80 per cent of knockouts are nor-
mally ‘silent’ [46]. While there must be underlying
effects in the protein networks, these are clearly
hidden by the buffering at the higher levels. In fact,
the failure of knockouts to systematically and reliably
reveal gene functions is one of the great (and expensive)
disappointments of recent biology. Note however that
the disappointment exists only in the differential gen-
etic view. By contrast, it is an exciting challenge from
the integrative systems perspective. This very effective
‘buffering’ of genetic change is itself an important inte-
grative property of cells and organisms. It is part of the
robustness of organisms.

Moreover, even when a difference in the phenotype is
manifest, it may not reveal the function(s) of the gene.
In fact, it cannot do so, since all the functions shared
between the original and the mutated gene are necess-
arily hidden from view. This is clearly evident when
we talk of oncogenes [47]. What we mean is that a par-
ticular change in DNA sequence predisposes to cancer.
But this does not tell us the function(s) of the un-
mutated gene, which would be better characterized as
a cell cycle gene, an apoptosis gene, etc. Only a full
physiological analysis of the roles of the proteins, for
which the DNA sequence forms templates, in higher
level functions can reveal that. That will include
identifying the real biological regulators as systems
properties. Knockout experiments by themselves do
not identify regulators [48]. Moreover, those gene
changes that do yield a simple phenotype change are
the few that happen to reflect the final output of the
networks of interactions.

So, the view that we can only observe differences in
phenotype correlated with differences in genotype leads
both to incorrect labelling of gene functions, and it falls
into the fallacy of confusing the tip with the whole ice-
berg. We want to know what the relevant gene products
do in the organism as a physiological whole, not simply
by observing differences. Most genes and their products,
RNA and proteins, have multiple functions.

My point here is not that we should abandon knock-
outs and other interventions at the genome level. It is
rather that this approach needs to be complemented
by an integrative one. In contrast to the days
when genes were hypothetical entities—postulated as
hidden causes (postulated alleles—gene variants) of
particular phenotypes—we now identify genes as
particular sequences of DNA. These are far from
being hypothetical hidden entities. It now makes sense
to ask: what are all the phenotypic functions in which
they (or rather their products, the RNAs and proteins)
are involved.

Restricting ourselves to the differential view of gen-
etics is rather like working only at the level of
differential equations in mathematics, as though the
integral sign had never been invented. This is a good
analogy since the constants of integration, the initial
and boundary conditions, restrain the solutions possible
in a way comparable to that by which the cell and tissue
structures restrain whatever molecular interactions are
possible. Modelling of biological functions should
follow the lead of modellers in the engineering sciences.
Engineering models are constructed to represent the
integrative activity of all the components in the
system. Good models of this kind in biology can even
succeed in explaining the buffering process and why
particular knockouts and other interventions at the
DNA level do not reveal the function (figure 3 and
[8], pp. 106–108).

An example of this approach is shown in figure 3.
A computational model of rhythmic activity in the
sino-atrial node of the heart was used to investigate
the effect of progressive reduction in one of the ion
channel proteins contributing current, ib,Na, that deter-
mines the pacemaker frequency. In normal
circumstances, 80 per cent of the depolarizing current
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is carried by this channel. One might therefore expect a
very large influence on frequency as the channel activity
is reduced and finally knocked-out. In fact, the com-
puted change in frequency is surprisingly small. The
model reveals the mechanism of this very powerful buf-
fering. As ib,Na is reduced, there is a small shift of the
waveform in a negative direction: the amplitude of the
negative phase of the voltage wave increases. This
small voltage change is sufficient to increase the acti-
vation of a different ion channel current, if, to replace
ib,Na, so maintaining the frequency. The rest of the
heart receives the signal corresponding to the frequency,
but the change in amplitude is not transmitted. It is
‘hidden’. This is how effective buffering systems work.
Moreover, via the modelling we can achieve quantitat-
ive estimates of the absolute contribution of each
protein channel to the rhythm, whereas simply record-
ing the overall effect of the ‘knockout’ would hide
those contributions; we would conclude that the contri-
bution is very small. The integral approach succeeds, by
estimating 80 per cent as the normal contribution of the
sodium channel protein, where the differential approach
fails by estimating only 10 per cent.

Finally, the integral view helps to resolve two related
problems in heredity and evolutionary theory. The first
is the question of the concept of a gene [49,50]. The
existence of multiple splice variants of many genes,
and the possibility even of splicing exons from different
gene sequences, has led some biologists to propose that
we should redefine the ‘gene’, for example as the com-
pleted mRNA [51]. An obvious difficulty with this
approach is why should we stop at the mRNA stage?
Why not go further and redefine the gene in terms of
the proteins for which DNA sequences act as the tem-
plates, or even higher (see commentary by Noble [52])?
The distinction between genotype and phenotype would
then be less clear-cut and could even disappear. Some-
thing therefore seems wrong in this approach, at least if
we wish to maintain the difference, and surely it does
make sense to distinguish between what is inherited and
what is produced as a consequence of that inheritance.

But perhaps we do not need to redefine genes at all.
Why not just let the concept of individual genes be
recognized as a partial truth, with reference to the
genome as a whole, and specifically its organization,
providing the more complete view? There could be
different ways in which we can divide the genome up,
only some of which would correspond to the current
concept of a gene. Viewing the genome as an ‘organ
of the cell’ [53] fits more naturally with the idea that
the genome is a read-write memory [54], which is for-
matted in various ways to suit the organism, not to
suit our need to categorize it. We certainly should not
restrict our understanding of the way in which genomes
can evolve by our imperfect definitions of a gene.

The second problem that this view helps to resolve is
the vexed question of inheritance of acquired character-
istics and how to fit it into modern evolutionary theory.
Such inheritance is a problem for the neo-Darwinian
synthesis precisely because it was formulated to exclude
it. Too many exceptions now exist for that to be any
longer tenable ([45]; see also the examples discussed
previously).

In fact, the need to extend the synthesis has been
evident for a long time. Consider, for example, the exper-
iments of Waddington [55], who introduced the original
idea of epigenetics. His definition was the rearrangement
of gene alleles in response to environmental stress. His
experiments on Drosophila showed that stress con-
ditions could favour unusual forms of development,
and that, after selection for these forms over a certain
number of generations, the stress condition was no
longer required (see discussion in Bard [56]). The new
form had become permanently inheritable. We might
argue over whether this should be called Lamarckism
(see [57] for historical reasons why this term may be
incorrect), but it is clearly an inherited acquired charac-
teristic. Yet no mutations need occur to make this
possible. All the gene alleles required for the new pheno-
type were already in the population but not in the right
combinations in most, or even any, individuals to pro-
duce the new phenotype without the environmental
stress. Those that did produce the new phenotype on
being stressed had combinations that were at least
partly correct. Selection among these could then
improve the chances of individuals occurring for which
the combinations were entirely correct so that the new
phenotype could now be inherited even without the
environmental stress. Waddington called this process
an ‘assimilation’ of the acquired characteristic. There is
nothing mysterious in the process of assimilation. Artifi-
cial selection has been used countless times to create new
strains of animals and plants, and it has been used
recently in biological research to create different colonies
of high- and low-performing rats for studying disease
states [58]. The main genetic loci involved can now be
identified by whole genome studies (see, for example,
[59]). The essential difference is that Waddington used
an environmental stress that altered gene expression
and revealed cryptic genetic variation and selected for
this stress-induced response, rather than just selecting
for the response from within an unstressed population
The implication is obvious: in an environment in which
the new phenotype was an advantage, natural selection
could itself produce the assimilation. Natural selection
is not incompatible with inheritance of acquired charac-
teristics. As Darwin himself realized (for details, see
Mayr [60]), the processes are complementary.

Neo-Darwinists dismissed Waddington’s work lar-
gely because it did not involve the environment
actually changing individual DNA gene sequences.
But this is to restrict acquisition of evolutionarily
significant change to individual DNA sequences
(the gene’s-eye view). On an integrative view, a new
combination of alleles is just as significant from an
evolutionary point of view. Speciation (defined, e.g.,
as failure of interbreeding) could occur just as readily
from this process—and, as we now know, many other
processes, such as gene transfer, genome duplication,
symbiogenesis—as it might through the accumulation
of mutations. What is the difference, from the
organism’s point of view, between a mutation in a
particular DNA sequence that enables a particular phe-
notype to be displayed and a new combination of alleles
that achieves the same result? There is an inherited
change at the global genome level, even if no mutations
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in individual genes were involved. Sequences change,
even if they do not occur within what we characterize
as genes. Taking the integrative view naturally leads to
a more inclusive view of the mechanisms of evolutionary
change. Focusing on individual genes obscures this view.

In this article, I have been strongly critical of the
gene-centred differential view. Let me end on a more
positive note. The integral view does not exclude the
differential view any more than integration excludes
differentiation in mathematics. They complement each
other. Genome sequencing, epigenomics, metabolomics,
proteomics, transcriptomics are all contributing basic
information that is of great value. We have only to
think of how much genome sequencing of different
species has contributed to evolutionary theory to
recognize that the huge investment involved was well
worth the effort. As integrative computational biology
advances, it will be using this massive data collection,
and it will be doing so in a meaningful way. The ‘mean-
ing’ of a biological function lies at the level at which it is
integrated, often enough at the level of a whole cell (a
point frequently emphasized by Sydney Brenner), but
in principle, the integration can be at any level in the
organism. It is through identifying that level and the
meaning to the whole organism of the function con-
cerned that we acquire the spectacles required to
interpret the data at other levels.
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Neo-Darwinism, the Modern Synthesis and selfish genes:
are they of use in physiology?

Denis Noble

Department of Physiology, Anatomy and Genetics, Parks Road, Oxford OX1 3PT, UK

This article argues that the gene-centric interpretations of evolution, and more particularly the
selfish gene expression of those interpretations, form barriers to the integration of physiological
science with evolutionary theory. A gene-centred approach analyses the relationships between
genotypes and phenotypes in terms of differences (change the genotype and observe changes in
phenotype). We now know that, most frequently, this does not correctly reveal the relationships
because of extensive buffering by robust networks of interactions. By contrast, understanding
biological function through physiological analysis requires an integrative approach in which the
activity of the proteins and RNAs formed from each DNA template is analysed in networks of
interactions. These networks also include components that are not specified by nuclear DNA.
Inheritance is not through DNA sequences alone. The selfish gene idea is not useful in the
physiological sciences, since selfishness cannot be defined as an intrinsic property of nucleotide
sequences independently of gene frequency, i.e. the ‘success’ in the gene pool that is supposed to
be attributable to the ‘selfish’ property. It is not a physiologically testable hypothesis.
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Introduction

Interpreting molecular genetic information in terms of
higher level functions in the organism is a major current
goal in the physiological sciences, as is the reverse
strategy of bottom-up reconstruction: they complement
each other. Computational systems biology is one of the
tools being used (Kohl & Noble, 2009; Hunter et al.
2011). Achieving this goal could also be a route through
which physiology can reconnect with developmental and
evolutionary biology. I will explain why some central
aspects of neo-Darwinism (or the Modern Synthesis – in
this article I am not always distinguishing between them),
and their most popular expression in The Selfish Gene
(Dawkins, 1976, 2006), form a barrier to the new synthesis
required between physiology and evolutionary theory. The
barrier can be removed by taking an integrative, multilevel
approach in which genes and many other components of
organisms that are inherited are viewed as co-operating
in networks to express what we call the phenotype (Kohl
et al. 2010 Fig. 2, reproduced here as Fig. 1 below). In
this paper, ‘co-operative genes’ carries this sense, which
should be clearly distinguished from the idea of genes ‘for’
co-operative behaviour used widely in ecology, animal

behaviour and economics. Attributes like ‘selfish’ and
‘cooperative’ have different meanings when applied to
objects or ensembles at different levels. Cooperation at
the level of protein networks, for example, may occur
even if the organism in which they cooperate is ‘selfish’
at the level of the phenotype, and vice versa. The concept
of level in evolutionary theory requires careful analysis
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(Gould, 2002; Okasha, 2006). Concepts and mechanisms
do not necessarily carry through from one level to another
– an important point to bear in mind also in multi-level
physiology.

I start with a clarification of the relationship between
neo-Darwinism, the Modern Synthesis and the selfish gene
idea. Neo-Darwinism (a term introduced by the physio-
logist Georges Romanes (1883)) and its development (see
Pigliucci & Muller, 2010a for the relevant history) into
the Modern Synthesis (Huxley, 1942) as a gene-centred
view of evolution can of course be stated without
reference to the selfish gene idea. Neo-Darwinism is
the term popularly used, even today, for the synthesis
between Darwin’s theory of evolution by natural selection
and the assumption that the variations on which
selection acts are produced solely or primarily by gene
mutations, though the term Modern Synthesis is more
correct since Romanes coined the term neo-Darwinism
before Mendel’s work on genetics was rediscovered. The
Modern Synthesis adds discrete (Mendelian) inheritance
to neo-Darwinism. Alternatives to the Modern Synthesis
include: symbiogenesis, the idea that major steps in
evolution, such as the formation of eukaryotes and
multicellular organisms, resulted from cooperation and/or
fusion between different organisms; horizontal gene trans-
fer within and between organisms (Woese & Goldenfeld,

2009; Goldenfeld & Woese, 2011), a process now known
to extend beyond prokaryotes (Keeling & Palmer, 2008);
and the inheritance of acquired characteristics, commonly
but mistakenly (Noble, 2010b) called ‘Lamarckism’.
For further examples see Pigliucci & Muller (2010a,
particularly their Fig. 1.1; 2010b) and Jablonka & Lamb
(2005).

In the rest of this article reference to neo-Darwinism
should be taken to include the Modern Synthesis. The
selfish gene idea (Dawkins, 1976, 2006) is a popularization
of neo-Darwinism which goes beyond it to characterise
genes as elements in organisms with specific (selfish)
behaviour. As we will see later, it was originally formulated
as a literal scientific hypothesis. The question of its status
is a major focus of this paper.

Another way of stating the claims of this article is that
they are twofold: first, that neo-Darwinism is, at the least,
incomplete as a theory of evolution. Second, that the selfish
gene idea adds nothing since it is essentially empty. These
are separate claims, even though in the minds of many
biologists neo-Darwinism and the selfish gene idea are not
always clearly distinguished. Neo-Darwinism is capable
of falsification. Indeed, in its original form as a complete
theory, it has already been falsified. We now need to admit
processes outside its remit, so that it needs to be extended
(Woese & Goldenfeld, 2009; Pigliucci & Muller, 2010b).

Figure 1. Relations between genes, environment and phenotype characters according to current physio-

logical and biochemical understanding

This diagram represents the interaction between genes (DNA sequences), environment and phenotype as occurring

through biological networks. The causation occurs in both directions between all three influences on the networks.

This view is very different from the idea that genes ‘cause’ the phenotype (right hand arrow). This diagram also

helps to explain the difference between the original concept of a gene as the cause of a particular phenotype and

the modern definition as a DNA sequence. For further description and analysis of the ideas behind this diagram

see Kohl et al. (2010) from which the diagram is reproduced. Reprinted by permission from Macmillan Publishers

Ltd: Clinical Pharmacology and Therapeutics 88, 25–33; C©2010 .
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As I will show in this paper, the selfish gene idea is not
even capable of direct empirical falsification; it has to be
judged by different criteria.

The concept of a gene has changed, and is still

changing, so what version do we use?

A serious problem in assessing the nature and utility
of the selfish gene story in physiological research
is that the concept of a gene has changed (see
Fig. 1) in fundamental ways (Pichot, 1999; Keller, 2000;
Beurton et al. 2008). We are dealing with a moving
target. From being the (hypothetical allelic) cause of each
phenotype character, such as eye colour or number of
limbs, the developments in molecular biology have led
to its being defined more narrowly and specifically as a
DNA sequence that is used by the cell as a template for the
synthesis of a protein or RNA. These are not at all the same
thing when it comes to questions like ‘what do genes do?’
and ‘what kind of causation is involved?’ When Johannsen
(1909) introduced the term ‘gene’ it was defined as the
(necessary) cause of a phenotype, since it was defined as an
inherited phenotype that could be attributed to an allele.
But now it has to be shown to be a cause, and the nature
of that causation needs clarification. The full implications
of this difference are explained elsewhere (Noble, 2008).
They are reinforced by the fact that most changes at the
level of DNA do not have a measurable phenotypic effect
under normal physiological conditions (see, for example,
Hillenmeyer et al. 2008). By the original definition, these
would not even have been identified as genes, since a
gene was an entity that necessarily had a phenotypic
manifestation.

In this article, I frequently refer to the selfish gene idea
as a story since one of the questions I am addressing is
whether it is more than a story or viewpoint. Colourful
metaphorical stories can be highly influential: no-one can
deny that the selfish gene idea has had a huge impact on the
way in which both lay people and scientists view genetics,
including the social implications (Midgley, 2010). Most
of the time, people accept its implied scientific basis. It is
important therefore to ask whether the idea could be inter-
preted as an empirical scientific hypothesis, particularly
since Dawkins’s own initial interpretation was that it
was not metaphorical; in reply to Midgley (1979) he
wrote: ‘that was no metaphor. I believe it is the literal
truth, provided certain key words are defined in the
particular ways favoured by biologists’ (Dawkins, 1981).
But a metaphor does not cease to be a metaphor simply
because one defines a word to mean something other than
its normal meaning. Indeed, it is the function of metaphor
to do precisely this. So, we must first clarify what the idea
means.

Is the ‘selfish gene’ story metaphor or empirical

science or both?

Genes, as DNA sequences, do not of course form selves
in any ordinary sense. The DNA molecule on its own
does absolutely nothing since it reacts biochemically
only to triggering signals. It cannot even initiate its
own transcription or replication. It cannot therefore be
characterised as selfish in any plausible sense of the word.
If we extract DNA and put it in a Petri dish with nutrients, it
will do nothing. The cell from which we extracted it would,
however, continue to function until it needs to make more
proteins, just as red cells function for a hundred days or
more without a nucleus. It would therefore be more correct
to say that genes are not active causes; they are, rather,
caused to give their information by and to the system that
activates them. The only kind of causation that can be
attributed to them is passive, much in the way a computer
program reads and uses databases. The selfish gene idea
therefore has to be interpreted not only as a metaphor, but
as one that struggles to chime with modern biology. That
is where the difficulties begin.

Ideas that incorporate or are based on metaphors have
a very different relationship to empirical discovery than
do standard scientific hypotheses with clear empirical
consequences that ensure their falsifiability. There are
several ways in which this is evident.

First, different or even opposing metaphors can both
be ‘true’. This is because metaphors highlight different
aspects of the target to which they are applied, a fact that
has long been familiar to metaphor theorists (Lakoff &
Johnson, 1980; Kittay, 1987). Metaphors can correspond
to different, even incompatible, aspects of reality. That
is why, when comparing ‘selfish’ genes with ‘prisoner’ or
‘cooperative’ genes, as I do in chapter 1 of The Music
of Life (Noble, 2006), there is no empirical test that will
unequivocally show which is correct, a point which was
conceded long ago by Richard Dawkins at the beginning
of his book The Extended Phenotype: ‘I doubt that there
is any experiment that could prove my claim’ (Dawkins,
1982, p. 1). This point is analogous to the sense in which
no experiment could ever disprove a geometry, whether
Euclidean or not (Poincaré, 1902, 1968). Significantly,
Dawkins uses a geometric illusion (the Necker Cube) to
illustrate his point.

(The Extended Phenotype was an even stronger
statement of the selfish gene idea since it argued that “the
phenotypic effects of a gene. . .may extend far outside the
body in which the gene sits” (Dawkins, 1982, p. vi) Even
effects “at a distance” are seen as being “for the benefit” of
the selfish gene.)

Second, metaphors often appear circular if interpreted
like a scientific theory. I will show that the selfish gene
metaphor shows this circularity.
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Finally, even though there may be no single empirical
fact that will distinguish between very different metaphors,
this does not mean that empirical discovery has no impact
on our choice of metaphor. The relationship is more
nuanced than it may be for most scientific theories. It will
usually require a judgment based on a large set of empirical
facts to arrive at a conclusion. Much of the meaning
associated with metaphorical statements is determined
by viewpoints that are a matter of personal choice, even
though influenced by empirical facts. I will illustrate this
later in this paper.

What does ‘selfish’ mean in the selfish gene story?

First we must decide whether ‘selfish’ defines a property
that is universal to all genes (or even all DNA sequences)
or whether it is a characteristic that distinguishes some
DNA sequences from others. This is not as easy as it may
seem. I suspect that the original intention was that all
genes could be represented as ‘seeking’ their own success
in the gene pool, regardless of how effective they might
be in achieving this. One reason for thinking this is that
so-called junk DNA is represented in the selfish gene story
as an arch-example of selfishness: hitching a ride even with
no function.

But on that interpretation, the demonstration that the
concept is of no utility in physiological science is trivially
easy. Interpreted in this way, a gene cannot ‘help’ being
selfish. That is simply the nature of any replicator. But
since ‘selfishness’ would not itself be a difference between
successful and unsuccessful genes (success being defined
here as increasing frequency in the gene pool), nor between
functional and non-functional genes, there would be no
cashable value whatsoever for the idea in physiology.
Physiologists study what makes systems work. It matters
to us whether something is successful or not. Attributing
selfishness to all genes therefore leaves us with nothing
we could measure to determine whether ‘selfishness’ is
a correct attribute. As metaphor, it may work. But as a
scientific hypothesis it is empty.

Could we rescue the idea for physiological science? I
doubt whether anyone would want to do that ab initio,
but we live in a scientific culture that is now thoroughly
permeated by the idea, and in a way that has strongly
disfavoured physiology. The idea has either to be rejected
or assimilated. One option would be to re-interpret
selfishness to include reference to effectiveness. We could,
for example, say that genes whose numbers of copies
increase are selfish, or more selfish than their competitors.
This move would give us an empirical handle on the
idea.

It is a standard move in science to unpack a metaphor or
simile in this way. Physicists make similar moves when they
give empirical criteria for black holes, quarks, strings and

many other strange new entities in their theories. Without
an empirical handle they might as well not exist. Indeed,
one of the arguments about string theory, for example,
is precisely whether it has satisfied this fundamental
criterion.

Moreover, including reference to effectiveness, which in
evolutionary theory could be interpreted to be fitness, is
surely the most relevant way to gain empirical leverage.
We can measure changes in gene copies in a population.
Now the question becomes whether we can develop the
theory a bit further to become predictive. What, in a
gene, could tell us whether or not it is selfish in this
sense?

On the original definition of a gene as a hypothetical
cause of a particular phenotype, this would have been fairly
straightforward. We could look, at the functional level of
the phenotype, for the reasons why a particular function
would be adaptive. This is in practice what defenders of the
selfish gene idea do. They refer to the gene (more strictly an
allele) as ‘the gene for’ X or Y, where these are functional,
phenotype characters. The phenotype view creeps back in
through the terminology. Any ‘selfishness’ lies at least as
much in the phenotype as in the genes.

But since we now define genes as particular DNA
sequences, what in a DNA sequence could possibly tell
us whether or not it is selfish? The answer is obvious:
the sequences of Cs, Gs, As and Ts could never, by
themselves, give us a criterion that would enable us to
predict that the frequency of that sequence will increase
in the gene pool. A DNA sequence only makes sense in
the context of particular organisms in which it is involved
in phenotypic characteristics which can be selected for.
A sequence that may be very successful in one organism
and/or environment, might be lethal in another. This is
evident in the fact that almost all cross-species clones do
not form an adult (see later for an important exception).
The same, or similar, DNA sequence may contribute to
different, even unrelated, functions in different species.
The sequence, intrinsically, is neutral with regard to such
functional questions.

The price therefore of giving the selfish gene idea some
empirical leverage is to reveal yet again, though in a
different way, that it is an empty hypothesis. There is
no criterion independent of the only prediction that the
hypothesis makes, i.e. that selfish genes increase their
number. It is a strange hypothesis that uses its own
definition of its postulated entity as its only prediction.

At this point, I suspect that a defender of the concept
would shift back to referring to genes as hypothetical
entities, defined as the cause(s) of particular phenotypes.
Note, though, that this is to abandon the purely ‘genes-eye’
view since it shifts the focus back to the phenotype.
As a physiologist, naturally I would say ‘so it should’.
I will discuss the consequences of that shift in a later
section.
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How is the selfish gene story related

to the central dogma?

In one of the central paragraphs of The Selfish Gene (page
21), Dawkins writes:

Now they swarm in huge colonies, safe inside gigantic
lumbering robots, sealed off from the outside world,
communicating with it by tortuous indirect routes,
manipulating it by remote control. They are in you and
me; they created us, body and mind; and their preservation
is the ultimate rationale for our existence.

The phrase ‘sealed off from the outside world’ is a
colourful statement of the idea that genes are uninfluenced
by their environment, a view that was strongly buttressed
by the central dogma of molecular biology, originally
formulated by Crick (1958, 1970) and taken to exclude
information flow other than from genes to proteins.
In fact, of course, what the molecular biology showed
was simply that amino acid sequences are not used
as templates for forming nucleic acid sequences. The
unjustified extension was to think that information cannot
pass from proteins to nucleic acids, whereas this is pre-
cisely what must happen for genes to be activated and for
expression patterns to be formed. This extension (which
can be seen in phrases like “the inheritance of instructively
acquired adaptation would violate the ‘central dogma’ of
embryology” (Dawkins, 1982, p. 173) was a godsend to
the neo-Darwinists since it provided a basis, right down at
the level of DNA itself, for regarding genes as ‘sealed off’
from the outside world. The original experimental basis
for this idea was the Weismann (1893) barrier.

A godsend, except that it is not correct in the relevant
sense, and never has been. Even at the time the dogma was
formulated, it was sufficient to ask the question how do
different cells in the body, with exactly the same genome,
end up as different as bone cells and heart cells? The answer
of course is that the way in which the genome is read leads
to completely different patterns of gene expression. This
requires flow of information onto the genome itself, which,
as Barbara McClintock (1984) said, should be regarded as
an ‘organ of the cell’, not its dictator. There are feedbacks
and restraints, not only between the products of the genes
(which might be consistent with a genes-eye view), but
right down onto the genome itself, determining when,
where and how much of each gene product is formed.
As Beurton et al. (2008) comment ‘it seems that a cell’s
enzymes are capable of actively manipulating DNA to do
this or that. A genome consists largely of semistable genetic
elements that may be rearranged or even moved around
in the genome thus modifying the information content of
DNA.’

The central dogma, as a general principle of biology, has
therefore been progressively undermined. The only aspect
of it still left intact is its original strictly chemical sense,
i.e. that protein sequences are not used as templates for

forming DNA or RNA sequences. All other aspects of the
way in which the dogma has been extended to buttress
neo-Darwinism have been deconstructed – by molecular
biology itself. Shapiro’s (2009) article is the best account
of the demolition from a biochemical viewpoint, while
Werner (2005) does so from an informatics perspective.

Are genes the only immortals?

A central distinction in the selfish gene story is that
between replicators and vehicles. The distinction is based
on considering inheritance only of changes. While the
vehicle is also ‘inherited’ (genes on their own do nothing
and certainly are not sufficient to ‘make’ an organism –
since we must also inherit a complete fertilised egg cell), the
story goes that changes in the vehicle are not inherited (so
no inheritance of acquired characteristics) while changes in
the replicator (e.g. mutations) are inherited. This approach
is what enables the wholesale inheritance of the vehicle to
be ignored.

Yet, the vehicle (the cell, or each cell in a multicellular
organism) clearly does reproduce (indeed, it is only
through this reproduction that DNA itself is trans-
mitted), and in doing so it passes on all the phenotype
characteristics for which there are no nuclear DNA
templates and which are necessary to interpret the
inherited DNA. An obvious example is the transmission
of mitochondria, chloroplasts and other organelles, which
almost certainly originated as symbionts (‘invading’ or
‘engulfed’ bacteria) at an early stage of evolution when
eukaryotes were first formed. Many other transmitted
cytoplasmic factors also exist (Sun et al. 2005; Maurel &
Kanellopoulos-Langevin, 2008). All these replicate and, in
the selfish gene story would have to be given the status of
‘honorary genes’.

The existence of such cellular inheritance requires the
selfish gene theory to distinguish between replication and
reproduction. The next step in the story is to claim that
replicators are potentially immortal, whereas reproducers
are not.

Biologically speaking, this is evident nonsense. Through
germline cells I am connected via many reproductions
to the earliest cells, even to those without genomes. In
some sense, the cell as a whole has achieved at least
equivalent immortality to that of its DNA. Cells, even
those without genomes in the postulated pre-DNA world
of RNA enzymes (Maynard Smith & Szathmáry, 1999),
clearly reproduce themselves, and in doing so they also
pass on any differences among them (Sonneborn, 1970;
Sun et al. 2005). Any difference between replication and
reproduction (which, after all, are just synonyms; the
distinction is a linguistic confusion) does not entitle one
to say that one is immortal and the other is not. What
were all those cells without genomes doing in early life
on earth? We wouldn’t be here to tell the story if they
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did not also form an ‘immortal line’. As I have argued
elsewhere (Noble, 2008) the main difference between DNA
and non-DNA inheritance is simply that one is digital,
the other analog. In developing the organism the 3D
analog information is just as necessary as the 1D digital
(DNA) information. Neither is sufficient by itself. They are
mutually dependent. The amount of analog information
can also be calculated to be comparable to that of the
genome (Noble, 2011). Moreover, organisms are not in
fact digital machines (Shapiro, 2005; Noble, 2010a).

The genetic differential effect problem

Clearly, many of the problems with the selfish gene story
arise from unusual or imprecise use of the language
of genetics, leading to untestable ideas. Another central
muddle, both in neo-Darwinism and in the selfish gene
story, is what I have called ‘The genetic differential effect
problem’ (Noble, 2008, 2011), the idea that genetics is only
about differences. This view is now unsustainable, since
defining genes as DNA sequences clearly does identify
a specific chemical entity whose effects are not merely
attributable to differences in the sequence. We can say
precisely for which proteins or RNAs the sequence acts as
a template and analyse the physiological effects of those
proteins or RNAs. The arguments for abandoning the
difference perspective are overwhelming (see also Longo
& Tendero, 2007).

Differences in DNA do not necessarily, or even usually,
result in differences in phenotype. The great majority,
80%, of knockouts in yeast, for example, are normally
‘silent’ (Hillenmeyer et al. 2008). While there must be
underlying effects in the protein networks, these are
clearly buffered at the higher levels. The phenotypic effects
therefore appear only when the organism is metabolically
stressed, and even then they do not reveal the precise
quantitative contributions for reasons I have explained
elsewhere (Noble, 2011). The failure of knockouts to
systematically and reliably reveal gene functions is one
of the great (and expensive) disappointments of recent
biology. Note, however, that the disappointment exists
only in the gene-centred view. By contrast it is an exciting
challenge from the systems perspective. This very effective
‘buffering’ of genetic change is itself an important systems
property of cells and organisms.

Moreover, even when a difference in the phenotype does
become manifest, it may not reveal the function(s) of the
gene. In fact, it cannot do so, since all the functions shared
between the original and the mutated gene are necessarily
hidden from view. This is clearly evident when we talk of
oncogenes. What we mean is that a particular change in
DNA sequence predisposes to cancer. But this does not tell
us the function(s) of the un-mutated gene, which would be
better characterised in terms of its physiological function
in, e.g., the cell cycle. Only a full physiological analysis

of the roles of the protein it codes for in higher-level
functions can reveal that. That will include identifying the
real biological regulators as systems properties. Knockout
experiments by themselves do not identify regulators
(Davies, 2009).

So, the view that we can only observe differences in
phenotype correlated with differences in genotype both
leads to incorrect labelling of gene functions and falls into
the fallacy of confusing the tip with the whole iceberg. We
want to know what the relevant gene products do in the
organism as a physiological whole, not simply by observing
differences. Remember that most genes and their products,
RNA and proteins, have multiple functions.

To see the poverty of the view that we can only observe
differences, just ask the question what engineer would be
satisfied simply to know the difference between the cement
he used this time to construct his building compared to
what he used previously, or to know just the differences
between two electronic components in an aircraft? Of
course, he might use the difference approach as one of
his experimental tools (as genetics has in the past, to
good effect), but the equations and models of an engineer
represent the relevant totality of the function of each
component of a system. So does physiological analysis
of function, which is why physiology cannot be restricted
to the limitations of the ‘difference’ approach.

Second, accurate replication of DNA is itself a system
property of the cell as a whole, not just of DNA. DNA
on its own is an extremely poor replicator. It requires
a dedicated set of proteins to ensure correction of
transcription errors and eventual faithful transmission.
Both in ensuring faithfulness of DNA replication and
in creating robustness against genetic defects, systems
properties are the important ones. The cell as a whole
‘canalises’ the way in which DNA is interpreted, making it
robust and reproducible. The famed ‘immortality’ of DNA
is actually a property of the complete cell.

The distinction between replicator and vehicle is
therefore out of date from a physiologist’s viewpoint. It
stems from the original ‘genetic program’ idea, in which
organisms are viewed as Turing machines with the DNA
being the digital tape of the computer (tape–computer
is much the same distinction as replicator–vehicle – this
was the basis of Jacob and Monod’s concept of the
‘genetic program’; Jacob, 1970). Organisms are interaction
systems, not Turing machines (Shapiro, 2005; Noble,
2008). There is no clear distinction between replicator
and vehicle (Coen, 1999).

Finally, the story implies that the ‘vehicles’ do not
themselves evolve independently of their DNA. There is
no reason why this should be true. In fact it is certainly
false. Egg cells from different species are different. So
much so that cross-species hybrids using nuclear trans-
fer usually do not survive, and those that do, as in the
elegant experiments of Sun et al. (2005) – see Fig. 2 –
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transferring nuclei between different fish species, reveal
precisely the influence of the species-specific cytoplasmic
factors on development (see also Jaenisch, 2004; Yang
et al. 2007). Crossing a common carp nucleus with a
goldfish enucleated egg cell produces an adult fish that
has an intermediate shape and a number of vertebrae
closer to that of the goldfish. These factors can therefore
determine a phenotype characteristic as fundamental as
skeletal formations. Over 50 years ago, McLaren & Michie
(1958) showed a similar phenomenon as a maternal effect
in mice. The number of tail vertebrae (4 or 6 in the
different strains) was determined by the surrogate mother,
not the embryo. Of course, such cytoplasmic influences are
dependent on the DNA of the mother, but these influences
will necessarily include patterns of gene expression that
are also dependent on other influences. There is inter-
play here between DNA and non-DNA inheritance, as
there must always be. Moreover, maternal and paternal
effects in response to the environment have been shown
to be transmitted down two generations (grandparents to
grandchildren) in humans (Pembrey et al. 2006) and could
therefore be a target for natural selection.

Conclusions

As physiological and systems biological scientists, we need
to reconnect to evolutionary theory. It was difficult to
do this during most of the 20th century because the
neo-Darwinist synthesis more or less excluded us, by
relegating the organism to the role of a disposable vehicle.
It also, unjustifiably, excluded Lamarck (Noble, 2010b).
Darwin himself was not so sure; in the first edition of
The Origin of Species (Darwin, 1859) he wrote ‘I am
convinced that natural selection has been the main, but
not the exclusive means of modification’, a statement he
reiterated with increased force in the 1872, 6th edition.
As many evolutionary biologists now acknowledge, the
Modern Synthesis (neo-Darwinism) requires extending
(Jablonka & Lamb, 2005; Pigliucci & Muller, 2010b).

If physiology is to make the contribution it should
to the fields of evolution and development, we need to

move on from the restrictions of the differential approach.
The integrative approach can achieve this by reverse
engineering using computational modelling, as I have
shown elsewhere (Noble, 2011). The genes-eye view is only
one way of seeing biology and it doesn’t accurately reflect
much of what modern biology has revealed. In fact, its
central entity, the gene, ‘begins to look like hardly definable
temporary products of a cell’s physiology’ (Beurton et al.
2008).

Finally, I want to return to the role of metaphor and the
selfish gene idea.

When I first read Richard Dawkins’s acknowledgement
in The Extended Phenotype (‘I doubt that there is any
experiment that could be done to prove my claim’) I
was strongly inclined to agree with it (both in relation to
the original selfish gene idea and its development in The
Extended Phenotype) since, if you compare the selfish gene
metaphor with very different metaphors, such as genes
as prisoners, it is impossible to think of an experiment
that would distinguish between the two views, as I argued
earlier in this paper. For any given case, I still think that
must be true. But I have slowly changed my view on
whether this must be true if we consider many cases,
looking at the functioning of the organism as a whole.
There are different ways in which empirical discovery can
impact on our theoretical understanding. Not all of these
are in the form of the straight falsification of a hypothesis, a
point that has been well-understood in theoretical physics
for many years (Poincaré, 1902, 1968). Sometimes it is
the slow accumulation of the weight of evidence that
eventually triggers a change of viewpoint. This is the case
with insights that are expressed in metaphorical form (like
‘selfish’ and ‘prisoners’), and that should not be intended
to be taken literally. The first mistake of the differential
approach was to interpret the selfish gene idea as literal
truth. It is clearly metaphorical metaphysics, and rather
poor metaphysics at that since, as we have seen, it is
essentially empty as a scientific hypothesis, at least in
physiological science. But in social evolution also, the idea
is simply one of several viewpoints that can account for
the same data (Okasha, 2010).

Figure 2. Cross-species clone

The nucleus of a common carp, Cyprinus carpio

(middle), was transferred into the enucleated egg cell of

a goldfish, Carassius auratus (left). The result is a

cross-species clone (right) with a vertebral number

closer to that of a goldfish (26–28) than of a carp

(33–36) and with a more rounded body than a carp. The

bottom illustrations are X-ray images of the animals in

the top illustration. Figure kindly provided by Professor

Yonghua Sun from the work of Sun et al. (2005).
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The weight of evidence in the physiological sciences
is now much more favourable to the metaphor of
‘co-operation’ than of ‘selfishness’. Gene products all
co-operate in robust networks one of whose functions
is precisely to insulate the organism from many of the
vagaries of gene mutation, and stochasticity at lower levels.
Investigating these networks and their mechanisms is the
way forward.

It is therefore time to move on and remove the
conceptual barriers to integrating modern physiological
science with evolutionary and developmental theory. The
integrative approach can achieve this since it avoids
the simplistic fallacies of the gene-centred differential
approach and it is essentially what successful systems
physiology has employed for many years.

Further reading

This article has been written for a physiological readership
that may not be very familiar with the current debates in
evolutionary and genetic theory. If you learnt evolutionary
biology and genetics a decade or more ago you need to be
aware that those debates have moved on very considerably,
as has the experimental and field work on which they are
based. Amongst the references cited, the following may
help the reader to catch up: Margulis (1998); Jablonka &
Lamb (2005); Noble (2006); Okasha (2006); Beurton et al.
(2008); Shapiro (2009); Pigliucci & Müller (2010b). For
those interested in the philosophical and social impacts of
the metaphors used, Midgley (2010) gives a very readable
account.
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REVIEW

A theory of biological relativity:
no privileged level of causation

Denis Noble*

Department of Physiology, Anatomy and Genetics, University of Oxford, Parks Road,
Oxford OX1 3PT, UK

Must higher level biological processes always be derivable from lower level data and mechan-
isms, as assumed by the idea that an organism is completely defined by its genome? Or are
higher level properties necessarily also causes of lower level behaviour, involving actions and
interactions both ways? This article uses modelling of the heart, and its experimental basis, to
show that downward causation is necessary and that this form of causation can be rep-
resented as the influences of initial and boundary conditions on the solutions of the
differential equations used to represent the lower level processes. These insights are then
generalized. A priori, there is no privileged level of causation. The relations between this
form of ‘biological relativity’ and forms of relativity in physics are discussed. Biological rela-
tivity can be seen as an extension of the relativity principle by avoiding the assumption that
there is a privileged scale at which biological functions are determined.

Keywords: downward causation; biological relativity; cardiac cell model;
scale relativity

1. INTRODUCTION

Have we reached the limits of applicability of the rela-
tivity principle? And could it have relevance to biology?

By ‘relativity principle’ in this context, I mean distan-
cing ourselves in our theories from specific absolute
standpoints forwhich there can be no a priori justification.
From Copernicus and Galileo through to Poincaré and
Einstein, the reach of this general principle of relativity
has been progressively extended by removing various
absolute standpoints in turn. People realized that those
standpoints represent privileging certain measurements
as absolute, for which there is and could be no basis.
First, we removed the idea of privileged location (so the
Earth is not the centre of theUniverse), then that of absol-
ute velocity (since only relative velocities can be observed),
then that of acceleration (an accelerating body experiences
a force indistinguishable from that of gravity, leading to
the idea of curved space–time). Could biology be the
next domain for application of the relativity principle?
This article will propose that there is, a priori, no privi-
leged level of causality in biological systems. I will
present evidence, experimental and theoretical, for the
existence of downward causation from larger to smaller
scales by showing how mathematical modelling has
enabled us to visualize exactly how multi-level ‘both-
way’ causation occurs. I will discuss the consequences for
attempts to understand organisms as multi-scale systems.

Finally, I will assess where some of the extensions of the
relativity principle now stand in relation to these goals.

2. THE HIERARCHY OF LEVELS: ‘UP’ AND
‘DOWN’ ARE METAPHORS

In biological science, we are used to thinking in terms of a
hierarchy of levels, with genes occupying the lowest level
and the organism as a whole occupying the highest
level of an individual. Protein and metabolic networks,
intracellular organelles, cells, tissues, organs and systems
are all represented as occupying various intermediate
levels. The reductionist causal chain is then represented
by upward-pointing arrows (figure 1). In this figure,
I have also represented the causation between genes and
proteins with a different kind of arrow (dotted) from the
rest of the upward causation since it involves a step that
is usually described in terms of coding, in which particular
triplets of nucleic acids code for specified amino acids so
that a complete protein has a complete DNA template
(or, more correctly, a complete mRNA template that
may be formed from various DNA exons). The standard
story is that genes code for proteins, which then go on
to form the networks. Coding of this kind does not
occur in any of the other parts of the causal chain,
although signalling mechanisms at these levels could
also be described in terms of coding (a signal can always
be described as using a code in this general sense).

The concepts of level, and of ‘up’ and ‘down’,
‘higher’ and ‘lower’, however, are all metaphors. There
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is no literal sense in which genes lie ‘below’ cells, for
example. Genes are all over the body, so also are cells,
and the organism itself, well, that is very much every-
where. This is why I prefer ‘scale’ to ‘level’. The real
reason for putting genes, as DNA sequences, at the
bottom of the hierarchy is that they exist at the smallest
(i.e. molecular) scale in biological systems. The forma-
tion of networks, cells, tissues and organs can be seen
as the creation of processes at larger and larger scales.

Does the metaphorical nature of the way we rep-
resent upward and downward causation matter? The
bias introduced by the metaphor is that there is a
strong tendency to represent the lower levels as some-
how more concrete. Many areas of science have
proceeded by unravelling the small elements underlying
the larger ones. But notice the bias already creeping in
through the word ‘underlying’ in the sentence I have
just written. We do not use the word ‘overlying’ with
anything like the same causal force. That bias is
reinforced by the undeniable fact that, in biology,
many of the great advances have been made by invent-
ing more and more powerful microscopical and other
techniques that allow us to visualize and measure ever
smaller components. I was a graduate student when
the first electron microscopes were introduced and
I recall the excitement over the ability to visualize
individual molecules of, for example, the contractile

proteins in muscle cells. This enabled the contractile
protein machinery to be understood: and so the sliding
filament model of muscle contraction was born [2,3].
Taking a system apart to reveal its bits and then work-
ing out how the bits work together to form the
machinery is a standard paradigm in science.

That paradigm has been remarkably successful.
Breaking the human organism down into 25 000 or so
genes and 100 000 or so proteins must be one of the
greatest intellectual endeavours of the twentieth cen-
tury, with completion of the first draft sequencing of
the entire human genome occurring appropriately at
the turn of the millennium [4,5].

As a scientific approach, therefore, the reductionist
agenda has been impressively productive. The question
remains though. If ‘up’ and ‘down’ are metaphorical,
how can causation in one direction be privileged over
that in the reverse direction? Are molecular events
somehow causally more important than events that
occur at the scales of cells, organs or systems? And
are there causally efficacious processes that can only
be characterized at higher scales?

3. THE CENTRAL DOGMA OF
MOLECULAR BIOLOGY: WHAT DOES IT
SHOW?

It is hard to think of an a priori reason why one level in a
biological system should be privileged over other levels
when it comes to causation. That would run counter to
the relativity principle. Moreover, I will outline later in
this article how mathematical modelling has enabled us
to visualize exactly how multi-level ‘both-way’ causation
occurs. If the reductionist view is to be justified, therefore,
it must be done a posteriori: we need empirical evidence
that information that could be regarded as ‘controlling’
or ‘causing’ the system only passes in one direction, i.e.
upwards. In biology, we do not have to look very far for
that empirical evidence. The central dogma of molecular
biology [6,7] is precisely that. Or is it?

Let us pass over the strange fact that it was called a
‘dogma’, first by Crick and then by very many who fol-
lowed him. Nothing in science should be a dogma of
course. Everything is open to question and to testing
by the twin criteria of logic (for mathematical ideas)
and experimental findings (for theories with empirical
consequences). So, let us look more closely at what is
involved. The essence of the central dogma is that
‘coding’ between genes and proteins is one-way.
I prefer the word ‘template’ to ‘coding’ since ‘coding’
already implies a program. Another way to express
the central point of this article is to say that the concept
of a genetic program is part of the problem [1]. I will
briefly explain why.

The sequences of DNA triplets form templates for
the production of different amino acid sequences in pro-
teins. Amino acid sequences do not form templates for
the production of DNA sequences. That, in essence, is
what was shown. The template works in only one direc-
tion, which makes the gene appear primary. So what
does the genome cause? The coding sequences form a
list of proteins and RNAs that might be made in

genes

proteins and RNAs

protein and RNA networks

sub-cellular machinery

cells

tissues

organs

organism 

Figure 1. Upward causation: the reductionist causal chain
in biology. This is a gross simplification, of course. No one today
seriously believes that this diagram represents all causation in
biology. Reductive biological discourse, however, privileges this
form of causation and regards it as the most important.
In particular, the nature and the direction of the lowest arrow
(dotted) are fixed and represent the impact of the central
dogma of molecular biology. Adapted from Noble [1, fig. 1].
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a given organism. These parts of the genome form a
database of templates. To be sure, as a database, the
genome is also extensively formatted, with many regulat-
ory elements, operons, embedded within it. These
regulatory elements enable groups of genes to be coordi-
nated [8] in their expression levels. And we now know
that the non-coding parts of the genome also play impor-
tant regulatory functions. But the genome is not a fixed
program in the sense in which such a computer
program was defined when Jacob and Monod introduced
their idea of ‘le programme génétique’ [9–11]. It is rather
a ‘read–write’ memory that can be organized in response
to cellular and environmental signals [12]. Which pro-
teins and RNAs are made when and where is not fully
specified. This is why it is possible for the 200 or so differ-
ent cell types in an organism such as the human to make
those cell types using exactly the same genome. A heart
cell is made using precisely the same genome in its
nucleus as a bone cell, a liver cell, pancreatic cell, etc.
Impressive regulatory circuits have been constructed by
those who favour a genetic program view of development
[13,14], but these are not independent of the ‘program-
ming’ that the cells, tissues and organs themselves use
to epigenetically control the genome and the patterns
of gene expression appropriate to each cell and tissue
type in multi-cellular organisms. As I will show later,
the circuits for major biological functions necessarily
include non-genome elements.

That fact already tells us that the genome alone is
far from sufficient. It was Barbara McClintock, who
received the Nobel Prize for her work on jumping
genes, who first described the genome as ‘an organ of
the cell’ [15]. And so it is. DNA sequences do absolutely
nothing until they are triggered to do so by a variety of
transcription factors, which turn genes on and off by
binding to their regulatory sites, and various other
forms of epigenetic control, including methylation of
certain cytosines and interactions with the tails of the
histones that form the protein backbone of the chromo-
somes. All of these, and the cellular, tissue and organ
processes that determine when they are produced and
used, ‘control’ the genome. For further detail on this
issue, the reader is referred to Shapiro’s article on
re-assessing the central dogma [16] and to his book
Evolution: the view from the 21st century [12]. A good
example in practice is the way in which neuroscientists
are investigating what they call electro-transcription
coupling [17], a clear example of downward causation
since it involves the transmission of information from
the neural synapses to the nuclear DNA.

To think that the genome completely determines the
organism is almost as absurd as thinking that the pipes
in a large cathedral organ determine what the organist
plays. Of course, it was the composer who did that in
writing the score, and the organist himself who inter-
prets it. The pipes are his passive instruments until he
brings them to life in a pattern that he imposes on
them, just as multi-cellular organisms use the same
genome to generate all the 200 or so different types of
cell in their bodies by activating different expression
patterns. This metaphor has its limitations. There is
no ‘organist’. The ‘music of life’ plays itself [1], rather
as some musical ensembles perform without a

conductor. And, of course, the ‘organ’ varies between
individuals in a species. But it is quite a good metaphor.
The pipes of an organ are also ‘formatted’ to enable sub-
sets to be activated together by the various stops,
manuals and couplers. Like the regulatory parts of the
genome, these parts of the organ make it easier to
control, but both, genome and organ, still do nothing
without being activated. The patterns of activation
are just as much part of the ‘program’ as the genome
itself [18].

So, even at the very lowest level of the reductionist
causal chain, we discover a conceptual error. The
protein-coding sequences are templates. They deter-
mine which set of proteins the organism has to play
with, just as a child knows which pieces of Lego or
Meccano she has available for construction. Those
parts of the genome are best regarded as a database.
Even when we add in the regulatory and non-coding
regions, there is no program in the genome in the
sense that the sequences could be parsed in the way in
which we would analyse a computer program to work
out what it is specifying. The reason is that crucial
parts of the program are missing. To illustrate this,
I will use the example of cardiac rhythm to show that
the non-genomic parts are essential.

4. INSIGHTS FROM EXPERIMENTAL AND
MODELLING WORK ON HEART CELLS

Over many years, my research has involved experimental
and computational work on heart cells. I was the first to
analyse the potassium ion channels in heart muscle
[19,20] and to construct a computer model based on the
experimental findings [21,22]. Since that time, a whole
field of heart modelling has developed [23,24].

How do we construct such models? The trail was
blazed by Hodgkin & Huxley [25] in their Nobel prize-
winning work on the nerve impulse. The ion channel
proteins that sit across the cell membrane control its
electrical potential by determining the quantity of
charge that flows across the cell membrane to make
the cell potential become negative or positive. The
gating of these channels is itself in turn controlled by
the cell potential. This is a multi-level loop. The poten-
tial is a cell-level parameter; the ion channel openings
and closings are protein-level parameters. The loop,
originally called the Hodgkin cycle, is absolutely essen-
tial to the rhythm of the heart. Breaking the feedback
(downward causation) between the cell potential and
the gating of the ion channels and cellular rhythm are
abolished. A simple experiment on one of the cardiac
cell models will demonstrate this computationally.

In figure 2 [26], a model of the sinus node (the pace-
maker region of the heart) was run for 1300 ms, during
which time six oscillations were generated. These corre-
spond to six heartbeats at a frequency similar to that of
the heart of a rabbit, the species on which the experimen-
tal data were obtained to construct the model. During
each beat, all the currents flowing through the protein
channels also oscillate in a specific sequence. To simplify
the diagram, only three of those protein channels are
represented here. At 1300 ms, an experiment was
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performed on the model. The ‘downward causation’
between the global cell property, themembrane potential
and the voltage-dependent gating of the ion channels was
interrupted. If there were a sub-cellular ‘program’ forcing
the proteins to oscillate, the oscillations would continue.
In fact, however, all oscillations cease and the activity of
each protein relaxes to a steady value, as also happens
experimentally. In this case, therefore, the ‘program’
includes the cell itself and its membrane system. In fact,
we do not need the concept of a separate program here.
The sequence of events, including the feedback between
the cell potential and the activity of the proteins,
simply is cardiac rhythm. It is a property of the inter-
actions between all the components of the system. It
does not even make sense to talk of cardiac rhythm at
the level of proteins and DNA, and it does not make
sense to suppose that there is a separate program that
‘runs’ the rhythm.

Of course, all the proteins involved in cardiac rhythm
are encoded by the genome, but these alone would not
generate rhythm. This is the sense (see above) in which
I maintain that there is not a program for cardiac
rhythm in the genome. The non-genomic structural
elements are also essential. Similar arguments apply,
for example, to circadian rhythm [1,28] and, indeed,
to all functions that require cellular structural inheri-
tance as well as genome inheritance. Indeed, I find it
hard to identify functions that do not involve what
Cavalier-Smith [29,30] has characterized as the mem-
branome. Much of the logic of life lies in its delicate
oily membranes.

5. GENERALIZATION OF THE ARGUMENT
IN MATHEMATICAL TERMS

We can generalize what is happening here in mathematical
terms. The activity of the ion channels is represented
by differential equations describing the speed and the
direction of the gating processes on each protein. The coef-
ficients in those differential equations are based on
experimental data. One might think that, provided all
the relevant protein mechanisms have been included
in the model and if the experimental data are reliable,
and the equations fit the data well, cardiac rhythm would
automatically ‘emerge’ from those characteristics. It does
not. The reason is very simple and fundamental to any
differential equation model. In addition to the differential
equations you need the initial and boundary conditions.
Those values are just asmuch a ‘cause’ of the solution (car-
diac rhythm) as are the differential equations. In this case,
the boundary conditions include the cell structure, particu-
larly those of its membranes and compartments. Without
the constraints imposed by the higher level structures,
and by other processes that maintain ionic concentrations,
the rhythmwould not occur. If we were to put all the com-
ponents in a Petri dish mixed up in a nutrient solution, the
interactions essential to the function would not exist. They
would lack the spatial organization necessary to do so.

This fact tells us therefore how higher levels in biologi-
cal systems exert their influence over the lower levels.
Each level provides the boundary conditions under
which the processes at lower levels operate. Without
boundary conditions, biological functionswould not exist.

The relationships in such models are illustrated in
figure 3. The core of the model is the set of differential
equations describing the kinetics of the components of
the system (e.g. the channel proteins in figure 2). The
initial conditions are represented as being on the same
level since they are the state of the system at the time
at which the simulation begins. The boundary conditions
are represented as being at a higher level since they
represent the influence of their environment on the com-
ponents of the system. So far as the proteins are
concerned, the rest of the cell is part of their environment.

The diagram of figure 1 therefore should look more
like figure 4. There are multiple feedbacks from higher
levels to lower levels in addition to those from lower to
higher levels. In any model of lower level systems, these
form the constraints that would need to be incorporated
into the boundary and initial conditions. As figure 4
indicates, these include triggers of cell signalling (via
hormones and transmitters), control of gene expression
(via transcription factors), epigenetic control (via
methylation and histone marking), and note also that it
is the protein machinery that reads genes—and continu-
ally repairs copying errors and so makes the genome
reliable. To reverse a popular metaphor, that of the self-
ish gene [31], it is the ‘lumbering robot’ that is responsible
for any ‘immortality’ genes may possess!

6. DIFFERENTIAL AND INTEGRAL VIEWS
OF THE RELATIONS BETWEEN
GENOTYPES AND PHENOTYPES

All of this is fundamental and, even, fairly obvious
to integrative physiologists. Physiologists have been
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Figure 2. Computer model of pacemaker rhythm in the heart
[27]. For the first six beats, the model is allowed to run nor-
mally and generates rhythm closely similar to a real cell.
Then the feedback from cell voltage (a) to protein channels
((b) currents in nanoamps) is interrupted by keeping the vol-
tage constant (voltage clamp). All the protein channel
oscillations then cease. They slowly change to steady constant
values. Without the downward causation from the cell
potential, there is no rhythm. Adapted from Noble [1, fig. 3].
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familiar with the basic ideas on multi-level control ever
since Claude Bernard formulated the concept of control
of the internal environment in his book Introduction à
l’étude de la médecine expérimentale in 1865 [32] and
Walter B. Cannon developed the idea of homeostasis
inThewisdom of the Body in 1932 [33]. So, how hasmain-
stream biology tended to ignore it, as has physiology also
with some exceptions, for example Guyton’s modelling of
the circulation [34]? I think the main culprit here has
been neo-Darwinism and particularly the populariza-
tions of this theory as a purely gene-centric view [31].

The essential idea of gene-centric theories is what I
have called the differential view of the relationships
between genes and phenotypes [35–38]. The idea is essen-
tial in the sense that it excludes alternative theories by
arguing that what matters in evolutionary terms are
changes in the genotype that are reflected in changes in
phenotype. Selection of the phenotype is therefore,
according to this logic, fundamentally equivalent to selec-
tion of particular genes (or, more strictly, gene alleles).
This view might have been appropriate for a time when
genes were regarded as hypothetical entities defined as

differential equations

boundary conditions 

initial

conditions
output

initial conditions for

next integration step 

Figure 3. Many models of biological systems consist of differential equations for the kinetics of each component. These equations
cannot give a solution (the output) without setting the initial conditions (the state of the components at the time at which the
simulation begins) and the boundary conditions. The boundary conditions define what constraints are imposed on the system by
its environment and can therefore be considered as a form of downward causation. This diagram is highly simplified to represent
what we actually solve mathematically. In reality, boundary conditions are also involved in determining initial conditions and the
output parameters can also influence the boundary conditions, while they in turn are also the initial conditions for a further
period of integration of the equations. As with the diagrams (see §§2 and 5) of levels in biological systems, the arrows are not
really unidirectional. The dotted arrows complete the diagram to show that the output contributes to the boundary
conditions (although not uniquely), and determines the initial conditions for the next integration step.
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Figure 4. The completion of figure 1 with various forms of downward causation that regulates lower level components in biological
systems. In addition to the controls internal to the organism, we also have to take account of the influence of the environment on
all the levels (not shown in this diagram). Adapted from Noble [1, fig. 2]. Causation is, therefore, two-way, although this is not
best represented by making each arrow two-way. A downward form of causation is not a simple reverse form of upward causation.
It is better seen as completing a feedback circuit, as the examples discussed in the text show.
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the cause of each phenotype. It is not appropriate for the
current molecular and systems biology-inspired defi-
nition of a gene as a particular DNA sequence,
replicating and being expressed within cellular and
multi-cellular systems. In principle, we can now investi-
gate all the functions that DNA sequence is involved in,
though that goal still remains very ambitious in practice.
We do not have to be restricted to investigating differ-
ences. Anyway, that would be to focus on the tip of the
iceberg. Considering just differences at the genetic level
is as limiting as it would be for mathematics to limit
itself to differential equations without integrating them,
as though the integral sign and what it stands for had
never been invented [37].

The analogy with the mathematics of differential
calculus is strongly revealing. Integration requires knowl-
edge of the initial and boundary conditions in addition to
the differential equations themselves (figure 3). One can
only ignore those by restricting oneself to the differential
equation ‘level’. In a similar way, the neo-Darwinist syn-
thesis tends to ignore downward causation precisely
because such causation requires an integral rather than
a differential view of genetics for its analysis.

Specifically, when neo-Darwinists refer to the ‘genes’
for any particular phenotype on which selection may
act, they are not referring to complete protein-coding
sequences of DNA, they are really referring to differ-
ences between alleles. The ‘gene’ is, therefore, defined
as this inheritable difference in phenotype. It would
not even matter whether this difference is a difference
in DNA or in some other inheritable factor, such as
inherited cytoplasmic changes in Paramecium [39], or
the cytoplasmic influences on development observed
in cross-species cloning of fish [40].

By contrast, the integral view for which I am arguing
does not focus on differences. Instead it asks: what are all
the functions to which the particular DNA sequence
contributes? Indeed, it would not matter whether those
functions are ones that result in a different phenotype.
Through the existence of multiple back-up mechanisms,
many DNA changes, such as knockouts, do not have a
phenotypic effect on their own. As many as 80 per cent
of the knockouts in yeast are normally ‘silent’ in this
way [41]. Their functionality can be revealed only when
the boundary conditions, such as the nutrient environ-
ment, are changed. The analogy that I am drawing
with differential and integral calculus draws its strength
precisely through this dependence on the boundary con-
ditions. A differential equation, on its own, has an infinite
set of solutions until those are narrowed down by the
boundary conditions. Similarly, a difference in DNA
sequence may have a wide variety of possible phenotypic
effects, including no effect at all, until the boundary con-
ditions are set, including the actions of many other genes,
themetabolic and other states of the cell or organism, and
the environment in which the organism exists.

7. A (BIOLOGICAL) THEORY
OF RELATIVITY

I and my colleagues have expressed many of the ideas
briefly outlined here in the form of some principles of
systems biology [1,42–44]. One of those principles is

that, a priori, there is no privileged level of causation
in biological systems. Determining the level at which a
function is integrated is an empirical question. Cardiac
rhythm is clearly integrated at the level of the pace-
maker sinus node cell, and does not even exist below
that level. The principle can be restated in a more pre-
cise way by saying that the level at which each function
is integrated is at least partly a matter of experimental
discovery. There should be no dogmas when it comes
to causation in biological systems.

8. CONNECTING LEVELS

One way to connect levels in biological simulation can
be derived immediately from figure 3. Since the bound-
ary conditions for integration are set by the higher level,
determining those conditions at that level either by
measurement or by computation can enable them to
be inserted into the equations at the lower level. This
is the way, for example, in which the structural organiz-
ation of the whole heart is used to constrain the
ordinary and partial differential equations describing
the protein channels and the flow of ionic current
through the structure—conduction is faster along a
fibre axis, for example, than across and between
fibres. These kinds of constraints turn out to be very
important in studying cardiac arrhythmias, where the
sequence of events from ordered rhythm to tachycardia
and then to fibrillation is dependent on the high-level
structure [45–52].

A similar approach could be used to simulate other
biological processes such as development. If we had
a sufficiently detailed knowledge of the fertilized egg
cell structure and networks, including particularly the
concentrations and locations of transcription factors
and the relevant epigenetic influences, we could imagine
solving equations for development involving gene
expression patterns determined by both the genome
and its non-DNA regulators. In this case, the various
levels ‘above’ the cell (better viewed as ‘around’ the
cell) would actually develop with the process itself, as it
moves through the various stages, so creating the more
global constraints in interaction with the environment
of the organism. We cannot do that kind of ambitious
computation at the present time, and the reason is
not that we do not know the genome that has been
sequenced. The problem lies at a higher level. We
cannot yet characterize all the relevant concentrations
of transcription factors and epigenetic influences. It is
ignorance of all those forms of downward causation
that is impeding progress. Even defining which parts of
the DNA sequence are transcribed (and so to identify
‘genes’ at the DNA level—and here I would include
sequences that form templates for RNAs as ‘genes’)
requires higher level knowledge. This approach would
naturally take into account the role of cell and tissue
signalling in the generation of organizing principles
involved in embryonic induction, originally identified in
the pioneering work of Spemann & Mangold [53–55].
The existence of such induction is itself an example
of dependence on boundary conditions. The induction
mechanisms emerge as the embryo interacts with its
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environment. Morphogenesis is not entirely hard-wired
into the genome.

9. EMERGENCE AND BOUNDARY
CONDITIONS

Reference to emergence leads me to a fundamental
point about the limits of reductionism. An important
motivation towards reductionism is that of reducing
complexity. The idea is that if a phenomenon is too
complex to understand at level X then go down to
level Y and see, first, whether the interactions at level
Y are easier to understand and theorize about, then,
second, see whether from that understanding one can
automatically understand level X. If indeed all that is
important at level X were to be entirely derivable
from a theory at level Y, then we would have a case of
what I would call ‘weak emergence’, meaning that
descriptions at level X can then be seen to be a kind
of shorthand for a more detailed explanatory analysis
at level Y. ‘Strong emergence’ could then be defined
as cases where this does not work, as we found with
the heart rhythm model described above. They would
be precisely those cases where what would be merely
contingent at level Y is systematic at level X. I am
arguing that, if level Y is the genome, then we already
know that ‘weak emergence’ does not work. There is
‘strong emergence’ because contingency beyond what
is in the genome, i.e. in its environment, also determines
what happens.

This kind of limit to reductionism is not restricted to
biology. Spontaneous symmetry breaking in particle
physics is a comparable case. An infinitesimal change
can determine which way symmetry is broken [56].
How that happens in particular cases is not derivable
from particle theory itself. Biological reductionists
whose motivation is that of reducing biology to physics
need to be aware that physics itself also displays the
kind of limits I am describing here. Nor are these
limits restricted to particle theory.

Connecting levels through setting initial and bound-
ary conditions derived from multi-level work has served
biological computation very well so far. The successes
of the Physiome Project attest the same [23,57]. But
there are two reasons why I think it may not be enough.

10. COMPUTABILITY

The first is the problem of computability.
Consider the heart again. Since the very first super-

computer simulations [58,59] in which cell models were
incorporated into anatomical structures representing
heart tissue and the whole organ [23,60,61], we have con-
tinually pushed up against the limits of computer speed
and memory. Even today, we are only beginning to be
within reach of whole organ simulations of electrical
activity running in real time, i.e. that it should take
only 1 s of computer time to calculate a second of heart
time. Yet, such models represent only a few per cent of
the total number of proteins involved in cardiac function,
although, of course, we hope we have included the most
important ones for the functions we are representing.
And the equations for each component are the simplest

that can capture the relevant kinetics of ion channel func-
tion. Expanding the models to include most, rather than
a very few, gene products, extending the modelling of
each protein to greater detail, and extending the time
scale beyond a few heartbeats would require orders of
magnitude increases in computing power.

In fact, it is relatively easy to show that complete
bottom-up reconstructions from the level of molecules
to the level of whole organs would require much more
computing power than we are ever likely to have avail-
able, as I have argued in a previous article [37]. In that
article, I began by asking two questions. First, ‘are organ-
isms encoded as molecular descriptions in their genes?’
And, second, ‘by analysing the genome, could we solve
the forward problem of computing the behaviour of the
system from this information, as was implied by the orig-
inal idea of the “genetic program” and the more modern
representation of the genome as the “book of life”?’ (for
a recent statement of these ideas see [62]). The answer
to both questions was ‘no’. The first would have required
that the central dogma of molecular biology should be
correct in excluding control of the genome by its environ-
ment, while the second runs into the problem of
combinatorial explosion. The number of possible inter-
actions between 25 000 genes exceeds the total number
of elementary particles in the whole-known Universe
[63], even when we severely restrict the numbers of gene
products that can interact with each other (see also
[64]). Conceivably, we might gain some speed-up from
incorporating analogue computation to go beyond the
Turing limits [65], but it is still implausible to expect
that increased computer power will provide all we need
or that it is the best way forward [66].

11. SCALE RELATIVITY

The second reason why connecting levels via boundary
conditions may not be enough is that it assumes that
the differential equations themselves remain unchanged
when they form part of a hierarchy of levels. This is
what we would expect in a classical analysis. But is
this necessarily correct?

One of the reasons I introduced this article with some
remarks on the general principle of relativity and its his-
tory of distancing us from unwarranted assumptions
concerning privileged standpoints is that we can ask
the same question about levels and scales. If there is
no privileged level of causation, then why should there
be a privileged scale? This is the question raised by
Laurent Nottale’s theory of scale relativity [67,68]. As
Nottale et al. [69] shows in his recent book, the conse-
quences of applying the relativity principle to scales
are widespread and profound, ranging from understand-
ing the quantum–classical transition in physics to
potential applications in systems biology [70,71].

I will conclude this article, therefore, by describing
what that theory entails, how it relates to the general
theory of biological relativity I have outlined here and
what is the status of such theories now?

The central feature from the viewpoint of biological
modelling can be appreciated by noting that the
equations for structure and for the way in which
elements move and interact in that structure in biology
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necessarily depend on the resolution at which it is rep-
resented. Unless we represent everything at the
molecular level which, as argued above, is impossible
(and fortunately unnecessary as well), the differential
equations should be scale-dependent. As an example,
at the level of cells, the equations may represent
detailed compartmentalization and non-uniformity of
concentrations, and hence include intracellular diffusion
equations, or other ways of representing non-uniformity
[72–74]. At the level of tissues and organs, we often
assume complete mixing (i.e. uniformity) of cellular
concentrations. At that level, we also usually lump
whole groups of cells into grid points where the
equations represent the lumped behaviour at that point.

These are practical reasons why the equations we use
are scale-dependent. The formal theory of scale relativity
goes much further since it proposes that it is theoretically
necessary that the differential equations should be scale-
dependent. It does this by assuming that space–time
itself is continuous but generally non-differentiable,
therefore fractal, not uniform. The distance between
two points, therefore, depends on the scale at which one
is operating and that, in the limit, as dx or dt tend to
zero, the differential is most often not defined. This
does not mean that differential equations cannot be
used, simply that terms corresponding to scale should
be included as an extension of the usual differential
equations as explicit influences of scale on the system.
The derivation of these extension terms can be found in
Auffray & Nottale [70, pp. 93–97] and in Nottale [69,
pp. 73–141].

The idea of fractal space–time may seem strange.
I see it as an extension of the general relativity principle
that space–time is not independent of the objects
themselves found within it, i.e. space–time is not uni-
form. We are now used to this idea in relation to the
structure of the Universe and the way in which, accord-
ing to Einstein’s general relativity, space–time is
distorted by mass and energy to create phenomena
such as gravitational lensing [75,76]. But, it is usually
assumed that, on smaller scales, the classical represen-
tations of space–time are sufficient. It is an open
question whether that is so and whether scale should
be incorporated in explicit terms in the equations we
use in multi-scale models. Remember also that the uti-
lity of a mathematical concept does not depend on how
easily we can visualize the entities involved. We find it
difficult to imagine a number like

p

21, but it has great
utility in mathematical analysis of the real world. We
may need to think the unimaginable in order fully to
understand the multi-scale nature of biology. The con-
cept of scale is, after all, deeply connected to our
conception of space–time.

12. CONCLUSIONS

While I think we can be certain that multi-level causa-
tion with feedbacks between all the levels is an
important feature of biological organisms, the tools we
have to deal with such causation need further develop-
ment. The question is not whether downward causation
of the kind discussed in this article exists, it is rather

how best to incorporate it into biological theory and
experimentation, and what kind of mathematics needs
to be developed for this work.

This article is based on a presentation of ameeting onDownward
Causation held at the Royal Society in September 2010. I should
like to acknowledge valuable discussion with many of the
participants of that meeting. I also thank Charles Auffray,
Jonathan Bard, Peter Kohl and Laurent Nottale for suggesting
improvements to the manuscript, and the journal referees
for valuable criticism. I acknowledge support from an
EU FP7 grant for the VPH-PreDiCT project. Following
acceptance of this article, my attention was drawn to the
article on downward causation by Michel Bitbol [77]. He
approaches the issue of downward causation from Kantian
and quantum mechanical viewpoints, but I would like to
acknowledge that many of his insights are similar to and
compatible with the views expressed here, particularly on
the role of boundary conditions and the relativistic stance.

REFERENCES

1 Noble, D. 2006 The music of life. Oxford, UK: Oxford
University Press.

2 Huxley, A. F. 1957 Muscle structure and theories of con-
traction. Prog. Biophys. Mol. Biol. 7, 255–318.

3 Huxley, H. 2004 Fifty years ofmuscle and the sliding filament
hypothesis. Eur. J. Biochem. 271, 1403–1415. (doi:10.1111/
j.1432-1033.2004.04044.x)

4 International Human Genome Mapping Consortium.
2001 A physical map of the human genome. Nature 409,
934–941. (doi:10.1038/35057157)

5 Venter, C. et al. 2001 The sequence of the human genome.
Science 291, 1304–1351. (doi:10.1126/science.1058040)

6 Crick, F. H. C. 1958 On protein synthesis. Symp. Soc. Exp.

Biol. 12, 138–163.
7 Crick, F. H. C. 1970 Central dogma of molecular biology.

Nature 227, 561–563. (doi:10.1038/227561a0)
8 Jacob, F., Perrin, D., Sanchez, C., Monod, J. & Edelstein, S.

1960 The operon: a group of genes with expression coordi-
nated by an operator.C.R. Acad. Sci. Paris 250, 1727–1729.

9 Jacob, F. 1970 La Logique du vivant, une histoire de
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Embryonalagen durch Implantation Artfremder Organisa-
toren. Wilhelm Roux’s Arch. Dev. Biol. 100, 599–638.

56 Anderson, P. W. 1972 More is different. Science 177,
393–396. (doi:10.1126/science.177.4047.393)

57 Hunter, P., Smaill, B. H., Smith, N. P., Young, A., Nash,
M., Nielsen, P. F., Vaughan-Jones, R. D., Omholt, S. &
Paterson, D. J. In press. The Heart physiome project.
WIREs Syst. Biol. Med.

58 Winslow, R., Kimball, A., Varghese, A. & Noble, D. 1993
Simulating cardiac sinus and atrial network dynamics on
the connection machine. Physica D Non-linear Phenom.

64, 281–298. (doi:10.1016/0167-2789(93)90260-8)

Review. Theory of biological relativity D. Noble 63

Interface Focus (2012)

 on December 21, 2011rsfs.royalsocietypublishing.orgDownloaded from 

http://dx.doi.org/10.1038/188495a0
http://dx.doi.org/10.1002/jcp.1030660520
http://dx.doi.org/10.1002/jcp.1030660520
http://dx.doi.org/10.1038/188495b0
http://dx.doi.org/10.1113/expphysiol.2008.044099
http://dx.doi.org/10.1113/expphysiol.2008.044099
http://dx.doi.org/10.1113/jphysiol.2006.119370
http://dx.doi.org/10.1113/jphysiol.2006.119370
http://dx.doi.org/10.1098/rspb.1992.0150
http://dx.doi.org/10.1098/rspb.1984.0065
http://dx.doi.org/10.1016/S1360-1385\\\\\\\\\\\\\\\(00\\\\\\\\\\\\\\\)01598-3
http://dx.doi.org/10.1146/annurev.ph.34.030172.000305
http://dx.doi.org/10.1098/rsta.2008.0086
http://dx.doi.org/10.1098/rsta.2009.0245
http://dx.doi.org/10.1098/rsta.2009.0245
http://dx.doi.org/10.1098/rsfs.2010.0444
http://dx.doi.org/10.1113/jphysiol.2010.201384
http://dx.doi.org/10.1098/rspb.1970.0054
http://dx.doi.org/10.1098/rspb.1970.0054
http://dx.doi.org/10.1095/biolreprod.104.031302
http://dx.doi.org/10.1095/biolreprod.104.031302
http://dx.doi.org/10.1126/science.1150021
http://dx.doi.org/10.1038/clpt.2010.92
http://dx.doi.org/10.1113/expphysiol.2007.038695
http://dx.doi.org/10.1113/expphysiol.2008.045880
http://dx.doi.org/10.1113/expphysiol.2008.045880
http://dx.doi.org/10.1006/jtbi.1993.1055
http://dx.doi.org/10.1006/jtbi.1993.1055
http://dx.doi.org/10.1111/j.1540-8167.1993.tb01280.x
http://dx.doi.org/10.1111/j.1540-8167.1993.tb01280.x
http://dx.doi.org/10.1109/TBME.2003.820608
http://dx.doi.org/10.1109/TBME.2003.820608
http://dx.doi.org/10.1098/rsta.2009.0056
http://dx.doi.org/10.1063/1.1483955
http://dx.doi.org/10.1007/s00791-002-0082-8
http://dx.doi.org/10.1007/s00791-002-0082-8
http://dx.doi.org/10.1007/s11538-007-9213-1
http://dx.doi.org/10.1038/nrm1855
http://dx.doi.org/10.1126/science.177.4047.393
http://dx.doi.org/10.1016/0167-2789\\\\\\\\\\\\\\\(93\\\\\\\\\\\\\\\)90260-8
http://rsfs.royalsocietypublishing.org/


59 Winslow, R., Varghese, A., Noble, D., Adlakha, C. &
Hoythya, A. 1993 Generation and propagation of triggered
activity induced by spatially localised Na-K pump inhi-
bition in atrial network models. Proc. R. Soc. Lond. B
254, 55–61. (doi:10.1098/rspb.1993.0126)

60 Nash, M. P. & Hunter, P. J. 2001 Computational mech-
anics of the heart. J. Elast. 61, 113–141. (doi:10.1023/
A:1011084330767)

61 Smith, N. P., Pullan, A. J. & Hunter, P. J. 2001 An ana-
tomically based model of transient coronary blood flow in
the heart. SIAM J. Appl. Math. 62, 990–1018. (doi:10.
1137/S0036139999359860)

62 Brenner, S. 2010 Sequences and consequences. Phil.

Trans. R. Soc. B 365, 207–212. (doi:10.1098/rstb.
2009.0221)

63 Feytmans, E., Noble, D. & Peitsch, M. 2005 Genome size
and numbers of biological functions. Trans. Comput. Syst.

Biol. 1, 44–49. (doi:10.1007/978-3-540-32126-2_4)
64 Lewontin, R. C. 1974 The genetic basis of evolutionary

change. New York, NY: Columbia University Press.
65 Siegelmann, H. T. 1995 Computation beyond the Turing

limit. Science 268, 545–548. (doi:10.1126/science.268.
5210.545)

66 Garny, A., Noble, D. & Kohl, P. 2005 Dimensionality in
cardiac modelling. Progr. Biophys. Mol. Biol. 87, 47–66.
(doi:10.1016/j.pbiomolbio.2004.06.006)

67 Nottale, L. 1993 Fractal space-time and microphysics:

towards a theory of scale relativity. Singapore: World
Scientific.

68 Nottale, L. 2000 La relativité dans tous ses états. Du mouve-
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Physiology is rocking the foundations
of evolutionary biology

Denis Noble

Department of Physiology, Anatomy & Genetics, Oxford, UK

New Findings
� What is the topic of this review?

Have recent experimental findings in evolutionary biology concerning the transmission of

inheritance opened the way to a reintegration of physiology with evolutionary biology?
� What advances does it highlight?

The answer is yes, and that this requires a new synthesis between evolutionary theory and

experimental physiology.

The ‘Modern Synthesis’ (Neo-Darwinism) is a mid-20th century gene-centric view of evolution,

based on random mutations accumulating to produce gradual change through natural selection.

Any role of physiological function in influencing genetic inheritance was excluded. The organism

became a mere carrier of the real objects of selection, its genes. We now know that genetic

change is far from random and often not gradual. Molecular genetics and genome sequencing

have deconstructed this unnecessarily restrictive view of evolution in a way that reintroduces

physiological function and interactions with the environment as factors influencing the speed

and nature of inherited change. Acquired characteristics can be inherited, and in a few but

growing number of cases that inheritance has now been shown to be robust for many generations.

The 21st century can look forward to a new synthesis that will reintegrate physiology with

evolutionary biology.
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Introduction

As 2012 came to a close, an article appeared in the
Proceedings of the National Academy of Sciences of the
United States of America with a title that would have been
inconceivable in such a prestigious journal only 5–10 years
ago. ‘Rocking the foundations of molecular genetics’
(Mattick, 2012) is a commentary on a ground-breaking
original experimental article (Nelson et al. 2012) in the
same issue of the journal showing epigenetic maternal

This article is based on the President’s Lecture at the IUPS Congress,

Birmingham, UK on 21 July 2013.

inheritance over several generations. My title echoes that
of Mattick, but it also goes further. It is not only the
standard 20th century views of molecular genetics that
are in question. Evolutionary theory itself is already in a
state of flux (Jablonka & Lamb, 2005; Noble, 2006, 2011;
Beurton et al. 2008; Pigliucci & Müller, 2010; Gissis &
Jablonka, 2011; Shapiro, 2011). In this article, I will show
that all the central assumptions of the Modern Synthesis
(often also called Neo-Darwinism) have been disproved.
Moreover, they have been disproved in ways that raise
the tantalizing prospect of a totally new synthesis; one
that would allow a reintegration of physiological science
with evolutionary biology. It is hard to think of a more
fundamental change for physiology and for the conceptual
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foundations of biology in general (Melham et al. 2013).
The Modern Synthesis (Fisher, 1930; Huxley, 1942; Mayr,
1982) attributed genetic change solely to chance events,
about which physiology could say very little. The germ
line was thought to be isolated from any influence by the
rest of the organism and its response to the environment,
an idea that was encapsulated in the Weismann barrier
(Weismann, 1893). Note that this was animal specific
and did not apply to other life forms. But if acquired
changes can be inherited through many generations, then
physiology becomes relevant again, because it is precisely
the study of function and functional changes. These are
what determine epigenetic processes.

I start with some definitions. I will use the term ‘Modern
Synthesis’ rather than ‘Neo-Darwinism’. Darwin was far
from being a Neo-Darwinist (Dover, 2000; Midgley, 2010),
so I think it would be better to drop his name for that
idea. As Mayr (1964) points out, there are as many as 12
references to the inheritance of acquired characteristics
in The Origin of Species (Darwin, 1859) and in the first
edition he explicitly states ‘I am convinced that natural
selection has been the main, but not the exclusive means
of modification’, a statement he reiterated with increased
force in the 1872, 6th edition. In some respects, my
article returns to a more nuanced, less dogmatic view of
evolutionary theory (see also Müller, 2007; Mesoudi et al.
2013), which is much more in keeping with the spirit of
Darwin’s own ideas than is the Neo-Darwinist view.

Summary of the Modern Synthesis

The central assumptions of the Modern Synthesis that are
relevant to this article are fourfold (see also the summary
by Koonin, 2011).

First, genetic change is random. Interpreted in modern
terms as referring to DNA, the changes can be thought of as
restricted to single step changes in one (or a very few) bases
brought about, for instance, by copying errors, radiation
or any other random event. The concept of a purely
random event is not easy to define. The physicochemical
nature of biological molecules will, in any case, ensure
that some changes are more likely to happen than others.
Randomness cannot therefore be defined independently
of asking ‘random with respect to what’? I will use the
definition that the changes are assumed to be random with
respect to physiological function and could not therefore
be influenced by such function or by functional changes
in response to the environment. This is the assumption
that excludes the phenotype from in any way influencing
or guiding genetic change.

Second, genetic change is gradual. Since random
events are best thought of as arising from microscopic
stochasticity, it will generally be the case that many such
events would have to accumulate to generate a major
change in genome and phenotype. Of course, there are

point mutations that can have a dramatic effect on the
phenotype, but these are rare. The prediction would be
that the evolution of gene sequences and the amino acid
sequences of the proteins formed should not occur in ways
that would require large domains to move around within
and between genomes.

Third, following genetic change, natural selection leads
to particular gene variants (alleles) increasing in frequency
within the population. Those variants are said to confer an
advantage in terms of fitness on the individuals concerned,
which therefore increasingly dominate the population. By
this process and other mechanisms, including genetic drift
and geographic isolation, new species can arise.

Fourth, the inheritance of acquired characteristics is
impossible. This is the main thrust of the synthesis and it
is the means by which Darwin’s ideas were represented as
distinct from those of Lamarck (1994, originally published
1809). This assumption also excludes any notion of what
Lamarck called ‘le pouvoir de la vie’, a life force that
could in some way be seen as directing evolution through
increasing complexity or through adaptation. Lamarckism
was excluded not only by the experiments of Weismann
(1893) but also by the central dogma of molecular biology
(Crick, 1970). Both claim that the genetic material is
isolated from the organism and its environment; ‘sealed
off from the outside world’, to use The Selfish Gene
popularization of the idea (Dawkins, 1976, 2006).

All these assumptions have been disproved in various
ways and to varying degrees, and it is also important to
note that a substantial proportion of the experimental
work that has revealed these breaks has come from within
molecular biology itself. Molecular biology can now be
seen to have systematically deconstructed its own dogmas
(Shapiro, 2009, 2011).

Are mutations random?

‘It is difficult (if not impossible) to find a genome change
operator that is truly random in its action within the DNA
of the cell where it works. All careful studies of mutagenesis
find statistically significant non-random patterns of
change, and genome sequence studies confirm distinct
biases in location of different mobile genetic elements’
(Shapiro, 2011, p. 82). Shapiro gives large numbers of
references on the non-random nature of mutations. As
already noted, though, the key question is not so much
whether changes are truly random (there can be no such
thing independent of context) but whether they are chance
events from the viewpoint of function. The evidence is
that both the speed and the location of genome change
can be influenced functionally. Changes in the speed of
change are well known already from the way in which
genome change occurs in immunological processes. The
germ line has only a finite amount of DNA. In order to react
to many different antigens, lymphocytes ‘evolve’ quickly
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to generate extensive antigen-binding variability. There
can be as many as 1012 different antibody specificities
in the mammalian immune system, and the detailed
mechanisms for achieving this have been known for many
years. The mechanism is directed, because the binding of
the antigen to the antibody itself activates the proliferation
process. Antigen activation of B-cell proliferation acts
as a selective force. The targeting of the genomic
changes, which maintains the functional structure of the
antibody while diversifying antigen recognition, occurs by
protein–DNA binding specificity (VDJ joining; Shapiro,
2011, p. 173), coupling to transcription signals (somatic
hypermutation) and lymphokine-directed transcription
of heavy chain switch regions (class switch recombination;
Shapiro, 2011, pp. 66–69).

Similar targeted genomic changes occur outside the
context of the immune system. The reader is referred
to table II.7 (Shapiro, 2011, pp. 70–74; http://shapiro.bsd.
uchicago.edu/TableII.7.shtml) for many examples of the
stimuli that have been shown to activate this kind
of ‘natural’ genetic engineering, while table II.11 from
the same book (pp. 84–86; http://shapiro.bsd.uchicago.
edu/TableII.11.shtml) documents the regions of the
genomes targeted. Thirty-two examples are given. One
example will suffice to illustrate this. P element homing
in fruit flies involves DNA transposons that insert into
the genome in a functionally significant way, according
to the added DNA. There is up to 50% greater insertion
into regions of the genome that are related functionally
to DNA segments included within the P element. Thus,
‘Insertion of a binding sequence for the transcriptional
regulator Engrailed targets a large fraction of insertions
to chromosomal regions where Engrailed is known to
function.’ (Shapiro, 2011, p. 83). A possible explanation
is that the donor element and the target site may be
brought close together in the nucleus, i.e. organization
of the genome is important. This kind of information
is also therefore ‘genetic’. We should not limit the
concept of a ‘gene’ and the description ‘genetic’ to
protein-template regions of the genome, particularly as
we now know that 80% of the non-protein regions
are transcribed, although it is uncertain how much
is functional (http://www.genome.gov/10005107; http://
genome.ucsc.edu/ENCODE/). It was clearly premature
to label this DNA as ‘junk’. Structural organization
also represents information that is transmitted down
the generations. DNA is not merely a one-dimensional
sequence. It is a highly complex physiological system that
is regulated by the cells, tissues and organs of the body.
This will become even clearer in the next section.

Is genetic change gradual?

It was the Nobel Prize-winner Barbara McClintock who
introduced the idea that the genome is ‘an organ of the

cell’ (McClintock, 1984). She won her prize for physiology
or medicine in 1983 over 40 years after she had made the
ground-breaking discovery of chromosome transposition
(now called mobile genetic elements). She worked on
maize, and early reactions to her work were so sceptical
that she stopped publishing her research in 1953 (Keller,
1983). The consequences for evolutionary theory were also
ignored, because the phenomenon was not thought to
occur in animals. We now know that animal genomes
are full of transposons. About 3500 of the estimated
26,000 human protein-template regions contain exons
originating from mobile elements (Shapiro, 2011, p. 109).
This contrasts with a much lower number, 1200, in mice,
even though the number of protein template regions is
similar in both genomes. This suggests that transposons
may have played a major role in primate and human
evolution. Over two-thirds of the human genome is
derived from mobile elements (de Koning et al. 2011), and
there have been well over 3 million transposition events in
its evolution.

McClintock could not have anticipated the evidence
that would later emerge from whole-genome sequencing
studies in various species, but it fully vindicates the
general and widespread significance of her discovery.
The Nature 2001 report (International Human Genome
Mapping Consortium, 2001) compared protein-template
regions for several classes of proteins from yeast, nematode
worms, Drosophila, mice and humans. In the case of
transcription factors (Figure 45 of the Nature report)
and chromatin-binding proteins (Figure 42 of the Nature
report) the evidence shows that whole domains up to
hundreds of amino acids in length have been amplified
and shifted around among different genetic loci in the
genome. Of course, the sequencings were done on the
contemporary species. We do not therefore know precisely
when in the evolutionary process the transpositions
may have occurred. However, a number of the domains
and combinations are restricted to certain lineages.
And of course, gradual changes also occurred within
the sequences. The experimental evidence on genome
sequencing shows multiple ways in which evolutionary
change has occurred. Note also that domain shuffling and
the polyphyletic origins of genomes were established facts
well before the full sequencing of genomes (Gordon, 1999;
Shapiro, 2011).

The mechanisms of transposable elements illustrate
one of the important breaks with the central dogma of
molecular biology. Retrotransposons are DNA sequences
that are first copied as RNA sequences, which are then
inserted back into a different part of the genome using
reverse transcriptase. DNA transposons may use a cut-
and-paste mechanism that does not require an RNA
intermediate. As Beurton et al. (2008) comment, ‘it seems
that a cell’s enzymes are capable of actively manipulating
DNA to do this or that. A genome consists largely of
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semi-stable genetic elements that may be rearranged or
even moved around in the genome thus modifying the
information content of DNA.’ The central dogma of the
1950s, as a general principle of biology, has therefore been
progressively undermined until it has become useless as
support for the Modern Synthesis (Werner, 2005; Mattick,
2007; Shapiro, 2009) or indeed as an accurate description
of what happens in cells. As Mattick (2012) says, ‘the
belief that the soma and germ line do not communicate is
patently incorrect.’

An important point to note is the functionally
significant way in which this communication can occur. In
bacteria, starvation can increase the targeted transposon-
mediated reorganizations by five orders of magnitude, i.e.
by a factor of over 100,000 (Shapiro, 2011, p. 74).

Mobile transposable elements that have been
involved in evolution come in more forms than
only retrotransposons and DNA transposons. They
include the movement and/or fusion of whole genomes
between species. Symbiogenesis is the mechanism by
which eukaryotes developed from prokaryotes, with
mitochondria and chloroplasts being the most well-known
examples, having originated as bacteria that invaded (or
were engulfed by) the ‘parent’ cell (Margulis, 1981; Brown
& Doolittle, 1997; Margulis & Sagan, 2003). During
evolution, some of the acquired DNA transferred to the
nucleus. Horizontal transfer of DNA is ubiquitous in
the prokaryote world, but also far from absent amongst
eukaryotes (Shapiro, 2011). Other forms of mobile DNA
include plasmids, viruses and group II introns, which are
all prokaryotic elements. To these we can add group I
introns and inteins (Raghavan & Minnick, 2009), multiple
classes of transposons (Curcio & Derbyshire, 2003),
multiple classes of retrotransposons (Volff & Brosius,
2007) and various forms of genomic DNA derived from
reverse transcription (Baertsch et al. 2008). One of the
major developments of Darwin’s concept of a ‘tree of life’
is that the analogy should be more that of a ‘network of
life’ (Doolittle, 1999; Woese & Goldenfeld, 2009). As with
other breaks from the Modern Synthesis, that synthesis
emerges as only part of the evolutionary story.

The inheritance of acquired characteristics

In 1998, the great contributor to the development of the
Modern Synthesis, John Maynard Smith, made a very
significant and even prophetic admission when he wrote
‘it [Lamarckism] is not so obviously false as is sometimes
made out’ (Maynard Smith, 1998), a statement that is
all the more important from being made by someone
working within the Modern Synthesis framework. The
time was long overdue for such an acknowledgement.
Nearly 50 years before, Waddington had written ‘Lamarck
is the only major figure in the history of biology whose
name has become to all extents and purposes, a term

of abuse. Most scientists’ contributions are fated to be
outgrown, but very few authors have written works which,
two centuries later, are still rejected with an indignation so
intense that the skeptic may suspect something akin to an
uneasy conscience. In point of fact, Lamarck has, I think,
been somewhat unfairly judged.’ (Waddington, 1954).

So why, given his extraordinary (but completely correct)
admission, did Maynard Smith not revise his view of
the mechanisms of evolution? The reason he gave in
1999 was that ‘it is hard to conceive of a mechanism
whereby it could occur; this is a problem’ (Maynard Smith,
1999). At that time, the examples of the inheritance of
acquired characteristics could be counted on the fingers of
one hand. They included Waddington’s work on genetic
assimilation (Waddington, 1959) and Sonneborn’s work
on the inheritance of non-genetic changes in Paramecium
membrane–cilia orientation (Sonneborn, 1970). The flow
of papers during the last 5 years showing non-Mendelian
inheritance is, however, now becoming a flood of evidence.
Sadly, Maynard Smith is no longer with us to comment on
this important development. Let us try, though, to look at
the evidence through his eyes, because although he saw a
problem, he also added that it was ‘not I think insuperable’
(Maynard Smith, 1999).

The examples he had in 1998 were not only few and
relatively old, they were also fairly easy to assimilate
into the Modern Synthesis or ignore as special cases.
Waddington’s work could be dismissed, because it was
not certain that no mutations were involved, although this
would be very unlikely on the time scale of his experiments.
Any variation that was necessary was almost certainly
already present in the gene pool. His work on fruit flies
essentially consisted in selecting for certain combinations
of existing DNA sequences in the population gene pool
by selective breeding from flies with unusual phenotypes
induced by treating embryos with heat or ether (Bard,
2008). He was the first to call this mechanism ‘epigenetics’
(i.e. over and above genetics), but he did not mean the
specific form that we now understand by that term, i.e. the
marking of chromatin to change the patterns of expression.

The Modern Synthesists should not have dismissed
Waddington’s experiments, for example, as simply ‘a
special case of the evolution of phenotypic plasticity’
(Arthur, 2010). Of course, the Modern Synthesis can
account for the inheritance of the potential for plasticity,
but what it cannot allow is the inheritance of a
specific acquired form of that plasticity. Waddington’s
experiments demonstrate precisely inheritance of specific
forms of acquired characteristics, as he claimed himself
in the title of his paper (Waddington, 1942). After all, the
pattern of the genome is as much inherited as its individual
components, and those patterns can be determined by the
environment.

But I can see why Modern Synthesists thought the way
they did. Giving up such a central tenet of the Synthesis
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would have been difficult anyway, not least because of the
extraordinary distinction of the 20th century biologists
who developed it. We are talking, after all, of Julian Huxley,
Sewell Wright, J. B. S. Haldane, R. A. Fisher, George Price
and Bill Hamilton, to name but a few. Waddington’s
genetic assimilation process was discounted as a break
with the Modern Synthesis precisely because it did not
involve gradual accumulations of mutations and was not
viewed as a challenge to that process. But that is to put
the question the wrong way round. It is precisely whether
gradual mutations form the only mechanism that is in
question. Waddington’s work was a proven alternative
additional mechanism. Even 70 years ago, the Modern
Synthesis could have been admitted to be incomplete.

In a different way, Sonneborn’s work was brushed aside
as being on a unicellular organism, with no separate germ
line. The Modern Synthesis has always had a strongly
zoological basis, tending to ignore prokaryotes, unicellular
organisms and plants, even though these cover more than
80% of the whole duration of the evolutionary process
long before ‘zoology’ could even have a meaning in
evolutionary history.

But the evidence for the inheritance of acquired
characteristics has now moved right into the zoological
domain. All the remaining examples I shall quote here are
on multicellular organisms, including mammals, and they
refer to pioneering work done in the last 7 years.

Anway et al. (2006a,b) demonstrated that an
endocrine disruptor, vinclozolin (an anti-androgenic
compound), can induce transgenerational disease states
or abnormalities that are inherited for at least four
generations in rats. The transmission is via epigenetic
modifications carried by the male germ line and may
involve either marking of the genome or transmission
of RNAs. More recent work from the same laboratory
has shown that the third generation granulosa cells
carry a transgenerational effect on the transcriptome
and epigenome through differential DNA methylation
(Nilsson et al. 2012). The sperm nucleus contains much
more than the genome (Johnson et al. 2011).

An alternative approach to determining how the
organism as a whole may influence the genome
and whether such influences can be transmitted
transgenerationally is to study cross-species clones, e.g.
by inserting the nucleus of one species into the fertilized
but enucleated egg cell of another species. Following the
gene-centric view of the Modern Synthesis, the result
should be an organism determined by the species from
which the genome was taken. In the great majority of
cases, this does not happen. Incompatibility between
the egg cytoplasm and the transferred nuclear genome
usually results in development freezing or completely
failing at an early stage. That fact already tells us how
important the egg cell expression patterns are. The genome
does not succeed in completely dictating development

regardless of the cytoplasmic state. Moreover, in the only
case where this process has resulted in a full adult, the
results also do not support the prediction. Sun et al.
(2005) performed this experiment using the nucleus of
a carp inserted into the fertilized but enucleated egg cell
of a goldfish. The adult has some of the characteristics
of the goldfish. In particular, the number of vertebrae
is closer to that of the goldfish than to that of a carp.
This result echoes a much earlier experiment of McLaren
and Michie, who showed an influence of the maternal
uterine environment on the number of tail vertebrae in
transplanted mice embryos (McLaren & Michie, 1958).
Many maternal effects have subsequently been observed,
and non-genomic transmission of disease risk has been
firmly established (Gluckman & Hanson, 2004; Gluckman
et al. 2007). A study done in Scandinavia clearly shows
the transgenerational effect of food availability to human
grandparents influencing the longevity of grandchildren
(Pembrey et al. 2006; Kaati et al. 2007).

Epigenetic effects can even be transmitted indepe-
ndently of the germ line. Weaver and co-workers showed
this phenomenon in rat colonies, where stroking and
licking behaviour by adults towards their young results
in epigenetic marking of the relevant genes in the
hippocampus that predispose the young to showing the
same behaviour when they become adults (Weaver et al.
2004; Weaver, 2009). (This field is growing so rapidly
that there is not space in this review to cover it. A more
extensive bibliography can be found at http://shapiro.
bsd.uchicago.edu/Transgenerational_Epigenetic_Effects.
html.)

Molecular mechanisms

The results I have described so far establish the existence
of transgenerational non-Mendelian inheritance. This
section describes recent studies that demonstrate
the molecular biological mechanisms and that the
transmission can be robust for many generations.

Rechavi et al. (2011) worked on Caenorhabditis elegans
and the non-Mendelian inheritance of the worm’s
response to viral infection. This is achieved by the infection
inducing the formation of an RNA silencer. They crossed
worms with this response with worms that do not have it
and followed the generations until they obtained worms
that did not have the DNA required to produce the
silencing RNA but which nevertheless had inherited the
acquired resistance. The mechanism is that transmission
of RNA occurs through the germ line and is then amplified
by using RNA polymerase. The inheritance of the acquired
characteristic is robust for over 100 generations.

The work of Nelson et al. (2012) that stimulated
Mattick’s article in Proceedings of the National Academy
of Sciences of the United States of America, with which I
began this review, is from the laboratory of Joe Nadeau
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at the Institute of Systems Biology in Seattle. Their
article begins by noting that many environmental agents
and genetic variants can induce heritable epigenetic
changes that affect phenotypic variation and disease
risk in many species. Moreover, these effects persist for
many generations and are as strong as conventional
genetic inheritance (Richards, 2006; Jirtle & Skinner, 2007;
Youngson & Whitelaw, 2008; Cuzin & Rassoulzadegan,
2010; Nelson & Nadeau, 2010; Guerrero-Bosagna &
Skinner, 2012). The challenge now is to understand
their molecular basis. The experiments of Nelson and
co-workers were on the Deadend1 (Dnd1) gene, which
enhances susceptibility to testicular germ cell tumours
in mice, in part by interacting epigenetically with other
testicular germ cell tumour modifier genes in previous
generations. They showed that genetically engineered
deficiency of Apobec1 modifies susceptibility, either alone
or in combination with Dnd1, and either in a conventional
or a transgenerational manner. The heritable epigenetic
changes persisted for multiple generations and were fully
reversed after consecutive crosses through the alternative
germ lineage. The Apobec family is an unusual protein
family of cytidine deaminases that can insert mutations in
DNA and RNA (Conticello, 2008).

A further example of a molecular mechanism is that of
paramutation, which consists in the interaction between
two alleles at a single locus. This can induce permanent
epigenetic changes in organisms from maize to mice
(Chandler, 2007, 2010; Cuzin et al. 2008; Sidorenko et al.
2009; Arteaga-Vazquez et al. 2010; Erhard & Hollick,
2011).

These examples of robust inheritance of acquired
characteristics reveal a wide array of mechanisms by which
such inheritance can be achieved. Nature seems to work
through the cracks, as it were, of the gene-centric view.
Those cracks have now been discovered to be great fissures,
through which functionally significant inherited changes
occur. Such mechanisms could not have been foreseen at
the time when the Modern Synthesis was formulated, or
even a decade ago. To Maynard Smith’s (1999) comment
(‘it is hard to conceive of a mechanism whereby it could
occur’), the reply must be that some of those mechanisms
have now been found and they are robust.

In addition to establishing the molecular mechanisms,
these experiments help to explain an otherwise puzzling
finding. Conventional genetic inheritance often accounts
for <10% of observed inherited risk. Similar conclusions
have been drawn from genome-wide association studies
and from studies on identical twins (Roberts et al. 2012).
This observation, in itself, creates problems for the gene-
centric view, and it is now clear that non-Mendelian
inheritance may provide a large part of the explanation
(Slatkin, 2009).

What went wrong in the mid-20th century that led us
astray for so long? The answer is that all the way from the

Table 1. Comparison between the Modern Synthesis and the

proposed Integrative Synthesis

Before: Modern Synthesis

Now: towards an Integrative

Synthesis

Gene-centred view of

natural selection

Selection is multilevel

Impossibility of inheritance

of acquired characteristics

Acquired characters can be

inherited

Distinction between

replicator (genes) and

vehicle (phenotype)

The genome is an ‘organ of

the cell’, not its dictator.

Control is distributed

The central dogma of

molecular biology

Genomes are not isolated

from organism and

environment

Weismann barrier experiments in 1893 (which were very
crude experiments indeed) through to the formulation
of the central dogma of molecular biology in 1970, too
much was claimed for the relevant experimental results,
and it was claimed too dogmatically. Demonstrating, as
Weismann did, that cutting the tails off many generations
of mice does not result in tail-less mice shows, indeed,
that this particular induced characteristic is not inherited,
but it obviously could not exclude other mechanisms. The
mechanisms found recently are far more subtle. Likewise,
the demonstration that protein sequences do not form
a template for DNA sequences should never have been
interpreted to mean that information cannot pass from the
organism to its genome. Barbara McClintock deservedly
gets the last laugh; the genome is indeed an ‘organ of the
cell’.

Towards a new synthesis between physiology and

evolutionary biology?

This review has been written for a primarily physiological
audience, but its implications are profound for biological
science in general. It shows that, through recent discoveries
on the inheritance of acquired characteristics, the analysis
of physiological function can be important to the
mechanisms of evolutionary change. The full extent of
this feedback from function to inheritance remains to be
assessed, but it cannot be doubted that it runs counter
to the spirit of the Modern Synthesis. The challenge now
is how to construct a new Synthesis to take account of
this development. In Table 1, I call this the Integrative
Synthesis. I believe that in the future, the Modern Synthesis
and the elegant mathematics that it gave rise to, for
example in the various forms and developments of the
Price equation, will be seen as only one of the processes
involved, a special case in certain circumstances, just as
Newtonian mechanics remains as a special case in the
theory of relativity. The mathematics of evolutionary
theory is developing to take additional processes into
account (e.g. Bonduriansky & Day, 2009; Slatkin, 2009;
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Nowak et al. 2010). In many cases, that is already
implicit, for example where the ‘gene’ is really an inherited
phenotype regardless of the mechanism of inheritance.
Where the mechanism matters, for instance in allowing
blending rather than discrete inheritance, the mathematics
will be interestingly different. There are also important
implications for the rate of evolutionary change, because
an adaptive characteristic may be acquired by many
individuals simultaneously, thus avoiding the slow process
of a chance mutation in an individual spreading through
the population.

A central feature of the Integrative Synthesis is a
radical revision of the concept of causality in biology.
A priori there is no privileged level of causation. This is
the principle that I have called the theory of biological
relativity (Noble, 2008, 2012). As Werner puts it, ‘all
levels have an equal contributing value’ (Werner, 2003).
Control is therefore distributed, some of which is inherited
independently of DNA sequences. The revision of the
concept will also recognize the different forms of causality.
DNA sequences are best viewed as passive causes, because
they are used only when the relevant sequences are
activated. DNA on its own does nothing. The active causes
lie within the control networks of the cells, tissues and
organs of the body.

Conclusions

We are privileged to live at a time of a major change in the
conceptual foundations of biology. That change is set to
bring the physiological study of function right back into
centre stage. It is worth quoting the relevant paragraph
from Mattick’s commentary on the work of Nelson et al.
(2012):

The available evidence not only suggests an intimate

interplay between genetic and epigenetic inheritance,

but also that this interplay may involve communication

between the soma and the germline. This idea contravenes

the so-called Weismann barrier, sometimes referred to

as Biology’s Second Law, which is based on flimsy

evidence and a desire to distance Darwinian evolution

from Lamarckian inheritance at the time of the Modern

Evolutionary Synthesis. However, the belief that the soma

and germline do not communicate is patently incorrect.

The only parts of this statement that I would change are,
first, to remind readers, as I noted earlier in this article, that
Darwin himself did not exclude the inheritance of acquired
characteristics and, second, to remind us that Lamarck
himself did not invent ‘Lamarckism’ (Noble, 2010). As
we move on beyond the unnecessary restrictions of the
Modern Synthesis we move back towards a more genuinely
‘Darwinian’ viewpoint and we also move towards a long-
overdue rehabilitation of Lamarck. Of course, neither

Darwinism nor Lamarckism remains unchanged. Neither
could have anticipated the work of the 21st century. But
we can now see the Modern Synthesis as too restrictive
and that it dominated biological science for far too long.
Perhaps the elegant mathematics and the extraordinary
reputation of the scientists involved blinded us to what
now seems obvious; the organism should never have been
relegated to the role of mere carrier of its genes.
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Boyd, Georges Christé, Dario DiFrancesco, Malcolm Gordon,

Gerhard Müller, Raymond Noble, David Paterson, Etienne

Roux, James Shapiro, Ania Sher, Eric Werner and Michael

Yudkin for valuable discussions, some of whom gave specific

feedback on this article. Further relevant reading can be found

in two focused issues of Progress in Biophysics and Molecular

Biology (see Melham et al. 2013; Sharma, 2013).

C© 2013 The Author. Experimental Physiology C© 2013 The Physiological Society

) by guest on August 1, 2013ep.physoc.orgDownloaded from Exp Physiol (

http://http://10.1016/j.pbiomolbio.2012.12.003
http://www.appicon2011.org/
http://www.voicesfromoxford.org/ video/physiology-and-the-revolution-in-evolutionary-biology/ 184
http://www.voicesfromoxford.org/ video/physiology-and-the-revolution-in-evolutionary-biology/ 184
http://www.voicesfromoxford.org/ video/physiology-and-the-revolution-in-evolutionary-biology/ 184
http://medienportal.univie.ac.at/uniview/veranstaltungen/ detailansicht/artikel/rupert-riedl-lecture-the-music-of-life/
http://medienportal.univie.ac.at/uniview/veranstaltungen/ detailansicht/artikel/rupert-riedl-lecture-the-music-of-life/
http://www.iups2013.org/
http://ep.physoc.org/


J Physiol 592.11 (2014) pp 2237–2244 2237

T
h

e
Jo

u
rn

a
l

o
f

P
h

y
si

o
lo

g
y

ED ITOR IAL

Evolution evolves: physiology
returns to centre stage

Denis Noble1, Eva Jablonka2,

Michael J. Joyner3, Gerd B. Müller4

and Stig W. Omholt5

1University of Oxford, Department of

Physiology, Anatomy and Genetics, Oxford,

UK
2Tel Aviv University, Cohn Institute for the

History and Philosophy of Science and Ideas,

Ramat Aviv, Israel
3Mayo Clinic, Rochester, MN, USA
4University of Vienna, Department of

Theoretical Biology, Vienna, Austria
5Norwegian University of Science

and Technology, Faculty of Medicine,

Trondheim, Norway

Email: denis.noble@physiol.ox.ac.uk

Introduction

This issue of The Journal of Physiology is

devoted to the integration of evolutionary

biology with physiological science. The

immediate trigger was a very successful

symposium on this theme held during

the IUPS Congress in Birmingham in July

2013. The symposium followed an opening

plenary lecture based on an article that

had recently been published by one of us

in the sister journal Experimental Physio-

logy (Noble, 2013) and previously in The

Journal of Physiology (Noble, 2011). The

title of that article was ambitious, describing

physiology as ‘rocking the foundations’

of biology. Strong language, perhaps? Yes,

but that title was merely reflecting a

rising tide of recently published articles in

major scientific journals, including Nature

Reviews Genetics (Müller, 2007), Proceedings

of the National Academy of Sciences of the

USA (Mattick, 2012), Nature (Ball, 2013),

Biological Journal of the Linnean Society

(Bateson, 2014) and Science (Rosenberg

& Queitsch, 2014). It was also prompted

by important books that have appeared

recently (Margulis & Sagan, 2003; Jablonka

& Lamb, 2014; Noble, 2006; Beurton et al.

2008; Pigliucci & Müller, 2010; Bateson &

Gluckman, 2011; Gissis & Jablonka, 2011;

Shapiro, 2011). Those books also propose

either significant extensions of existing

evolutionary theory or the replacement of

the Modern Synthesis by a new synthesis.

Despite the radical presentation of the

Experimental Physiology article, therefore, it

contains little that was not already known

to those biologists who have been keeping

abreast of recent literature. It is becoming

increasingly difficult to keep up with

this literature because it is widely spread

amongst very many scientific journals. A

focused issue of a journal, like this one, can

therefore be very valuable. We intend that

this should be a seminal resource for future

research and teaching.

The questions addressed in the papers

published here include the following.

� What are the major new developments

in evolutionary biology and how do

they challenge the Modern Synthesis?
� Which of these developments have

implications for how the physiological

sciences should further their under-

standing of health and disease?
� If the Modern Synthesis is to be

extended or replaced by a new

explanatory structure, what is the role

of physiology in the development of this

structure?

Function

Why have these questions become

important? One answer is that they change

the way in which physiological function

is relevant to evolutionary biology. We

define function here as the role that a

part, a process or a mechanism plays

within an encompassing system, a role

that contributes to the goal-directed

behaviour of that system. This definition

covers different notions, such as those

presented by Wright (1973), Cummins

(1975) and Kitcher (1993). There is a

possible confusion in discussing function

in the context of evolution because current

utility is not necessarily how the trait

evolved. Further reading on these issues

can be found in the articles by Tinbergen

(1963), Bateson & Laland (2013) and the

one in this issue by Roux (2014).

We are also using a broad definition of

physiology as a discipline at the inter-

section of ecology, behavioural biology,

developmental biology and molecular

biology. As will be evident in the articles

of this focused issue, the new developments

encompass all these fields, often in

combination.

In standard selection theory, usually

called the Modern Synthesis (MS) and

sometimes called Neo-Darwinism, function

is relevant only to postgenomic change

in populations through determining which

individuals are successful in reproducing.

One of the dogmas of the Modern Synthesis

is the impossibility of the inheritance

of acquired developmental dispositions.

Genomic change, which is seen within the

MS framework as a synonym to hereditary

change, is assumed to be random with

respect to function. Function therefore plays

a role only in so far as it determines

the fitness of the individual organism

in its reproductive success after genomic

mutations have created the possibility of

an advantage. In contrast, the inheritance

of some acquired epigenetic characteristics

and other forms of non-DNA inheritance

enables function to be involved in pre-

genomic change by influencing hereditary

change more directly before selection could

play a role. Furthermore, mechanisms of

genomic change have been identified that

were not envisaged by the founders of the

Modern Synthesis, including symbiogenesis

and natural genetic engineering.

Making a categorical prohibition a central

part of a theory can be useful for

a time. The Modern Synthesis served

an important function in the mid-20th

century in stimulating much mathematical

work in population genetics, for example.

But we have to recognize that by

encouraging a dogmatic use of the theory

it may also have inhibited many lines of

research that have now been found to

be important. Theories with categorical

prohibitions court their own demise,

requiring either fundamental extensions

or even complete replacement when

contrary experimental evidence emerges.

The articles in this issue demonstrate

that evidence. The mechanism of random

change followed by selection becomes only

one of many possible mechanisms of

evolutionary change. Moreover, all those

mechanisms can interact. We have entered a

period of a systems approach to evolution

science that contrasts markedly with the

parsimonious reductionism of the Modern

Synthesis. In this respect, it echoes the

move towards a systems approach in many

other areas of biology (Melham et al.

2013).
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The genotype–phenotype relation

The genotype–phenotype relation, which is

at the heart of our view of heredity and

development, has turned out to be much

more subtle than what the Modern Synthesis

made room for, and it is increasingly

acknowledged that a better understanding

of this relation is key to understanding a

range of evolutionary phenomena beyond

the explanatory reach of the Modern

Synthesis. Considering that the disciplinary

goals of physiology are ‘the study of the

functions and activities of living matter (as

of organs, tissues, or cells) as such and

of the physical and chemical phenomena

involved’ (Webster’s Third New International

Dictionary), it is clear that the mechanistic

aspects of the genotype–phenotype relation

lie within the explanatory domain of physio-

logy. Hence, physiology must of necessity

become the backbone of any mature

evolutionary theory pretending to merge

the proximate and ultimate explanatory

domains. The consequence is that we

will have to go back to a broader, more

inclusive view of heredity, which was

captured by William Bateson’s original

definition of genetics as ‘The Physiology of

Descent’ (Bateson, 1906; see Olby, 2000).

A physiological view of heredity enables

the integration of the extended evolutionary

synthesis view of evolution with the physio-

logical sciences.

More specifically, the genotype–pheno-

type concept that is currently in wide

use within evolutionary theory conceals

the facts that it is an abstraction of a

relation that is the outcome of very complex

dynamics that in many cases are intimately

connected to the environment (Gjuvsland

et al. 2013), and that DNA does not

have the privileged place in the chain of

causality many attribute to it. As described

in more detail by Omholt (2013), if one

tries to interpret the function of DNA

in systemic terms one finds that DNA

allows a system to induce perturbations

of its own dynamics as a function of

the system’s own state (its phenome). In

this systems view, the causality flows from

the system state through a change in use

of DNA that results in a change in the

production of RNA and protein, which

in turn perturbs the system’s dynamics.

In those cases where variations in DNA

cause changes in the perturbation regimen,

it may lead to different system dynamics

and thus physiological variation. Thus, the

genotype–phenotype relation cannot be

understood outside a systems-physiology

framework, whatever causes variations in

DNA. And any evolutionary theory aiming

to explain the manifestation of biological

form across time and space needs to be

highly articulate about this relation.

Physiology in a broad sense, therefore,

now moves to centre stage in evolutionary

biology as we are finally in a position to

step conceptually and technologically out of

the narrow frames of the Modern Synthesis

and take explanatory responsibility for a

much wider set of evolutionary phenomena

and patterns across time and space. Some

of the articles in this issue address the

consequences that this new intellectual

spotlight has for the discipline of physio-

logy itself, including possible consequences

for health and disease; it is noteworthy

that some of the new mechanisms manifest

themselves in the inheritance of the chances

of acquired disease states.

The ways in which a systems approach

can be applied to the complex dynamics

and evolution of organisms are addressed

in this issue by Badyaev (2014), who

explores ‘whether epigenetic effects

facilitate adaptive modulation of complex

phenotypes by effectively reducing the

dimensionality of their deterministic

networks’; Baverstock & Rönkkö (2014),

who regard the cell ‘as a complex dissipative

natural process’ that ‘minimizes the free

energy of their ecosystems’, a process where

genetic variation is largely irrelevant; Jaeger

& Monk (2014) showing ‘how dynamical

systems theory can provide a unifying

conceptual framework for evolution of

biological regulatory systems’; Lamm

(2014), who ‘applies the conceptual toolkit

of Evolutionary Developmental Biology

(evo–devo) to the evolution of the genome

and the role of the genome in organism

development’; Levin (2014), who analyses

‘the control of anatomy by bioelectricity

and the evolutionary implications of its

top-down causal efficacy’; and Danchin &

Pocheville (2014), who discuss the ways

in which ‘non-genetic inheritance shatters

the frontier between physiology and

evolution’.

Mechanisms of inheritance

The molecular mechanisms by which

non-standard inheritance can occur are

diverse.

Natural genetic engineering refers

to reorganization of genomes. The

mechanisms discovered since McClintock

(1950, 1984) first demonstrated mobile

genetic elements in plants are many. As

Beurton et al. (2008) write, ‘it seems that

a cell’s enzymes are capable of actively

manipulating DNA to do this or that.

A genome consists largely of semi-stable

genetic elements that may be rearranged

or even moved around in the genome

thus modifying the information content of

DNA.’ In this issue, Shapiro (2014) shows

that ‘the genome is best modelled as a

read–write (RW) data storage system rather

than a read-only memory (ROM)’.

Symbiogenesis has been involved in

the most dramatic examples of genome

re-organization, i.e. the acquisition of

DNA from other organisms through lateral

gene transfer. As is now well known,

this is thought to explain the origin

of mitochondria, chloroplasts and other

organelles.

Lateral gene transfer is now recognized to

be much more extensive and widespread

than it was previously assumed to be;

occurring in most orders and often among

them. Recent examples include mechanisms

of transfer from prokaryotes to eukaryotes

generally (Redrejo-Rodrı́guez et al. 2012)

and transfer from bacteria to insects (Acuña

et al. 2012).

Epigenetic mechanisms that lead to

persistent developmentally induced

changes in gene activity include diverse

processes and factors. One type of system,

the chromatin marking system, includes

methylation of cytosines and histone

modifications, which interact with each

other and with other epigenetic control

factors (such as small RNAs). Chromatin

marks were originally thought to be

wiped clean during transmission between

generations. It is now clear that this

is not always true. Moreover, recent

work has shown ‘heritable epigenetic

changes [that] persisted for multiple

generations and were fully reversed

after consecutive crosses through the

alternative germ-lineage’ (Nelson et al.

2012). For example, induced epigenetic

(methylation) changes affecting a wide

range of characteristics were transmitted

for three generations following ancestral

exposure to fungicides (e.g. Anway et al.

2006), and conditioned fear to an odorant

was transmitted for two generations in mice

(Dias & Ressler, 2014). Transmission of

epigenetic variations through the germ line

is, however, not necessary for inheritance

between generations. Chromatin marks

can be transmitted across generations
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by epigenetically marking the genome

in the newborn, leading, through their

physiological and behavioural effects,

to the reconstruction of developmental

conditions in the offspring (Weaver, 2009).

Such genomic marking may also underlie

inherited maternal (Gluckman et al. 2007)

and nutritional effects (Kaati et al. 2007).

Another non-standard inheritance system,

the RNAi-mediated inheritance system,

which interacts with the chromatin marking

mechanisms, underlies the transmission

of many important characteristics in

both plants and animals. An example of

RNA-transmitted resistance to viruses has

been shown to be transmitted stably for

100 generations in nematodes (Rechavi

et al. 2011). In this issue, Stern et al.

(2014) demonstrate that ‘exposure to

[antibiotic] stress reduces the maternal

levels of Polycomb in the offspring embryos

and [that] this reduction contributes to the

inheritance of induced expression’. Also

in this issue, Bateson et al. (2014) discuss

a form of developmental plasticity, the

predictive adaptive response (PAR), ‘in

which cues received in early life influence

the development of a phenotype that is

normally adapted to the environmental

conditions of later life’. Sela et al. (2014)

suggest ‘that non-coding RNAs synchronize

the different transgenerational epigenetic

effects by interacting with and therefore

surveying both the transcriptome and the

genome’.

The physiological adjustment of

organisms to changes in conditions

within and between generations involves

corresponding epigenetic changes. Selection

for the stabilization of the physiological

adjustments can lead both to the selection

of epigenetic changes that are inherited

between generations and/or to the selection

of genetic changes that further stabilize,

expand or otherwise improve the physio-

logical adjustments. This process, genetic

assimilation, was first demonstrated by

Waddington (1957), who also introduced

the term ‘epigenetics’, though not with

its current usage. A more inclusive

term, ‘genetic accommodation’, was

suggested by Mary-Jane West-Eberhard

(2003). This process can lead to the

stabilization and canalization of previous

developmentally induced changes, to an

increase in plasticity and to the buffering

of potentially deleterious side-effects. In

all cases, the processes are usually initiated

by developmental changes that induce

new patterns of gene activity in alleles that

already exist in the population (but not

in that combination in any individual)

and expose the new allelic combination to

natural selection. No new mutations are

required in this process, although a new

mutation can contribute to it. Given that

it is gene combinations and developmental

networks that are the targets of selection,

genetic accommodation is yet another

process showing the advantages of focusing

on networks of interactions rather than

on individual ‘genes’ (we return to the

definition of ‘gene’ later). Thinking through

the process of genetic accommodation

requires consideration of the inter-

actions between different developmental

mechanisms at different levels of

biological organization. Following genetic

accommodation, the inheritance becomes

standard DNA inheritance; therefore, it

would be difficult to determine from

genomic sequencing whether this process

had occurred. However, comparisons of

chromatin marking and small RNA profiles

in populations that are at the initial stages

of evolutionary divergence can uncover the

epigenetic correlates of the physiological

adjustments that drive genetic assimilation

and can point to epigenetic factors that are

inherited and contribute to the stabilization

of the new adjustments. Further valuable

insights on these questions can be found

in the article in this issue by Bateson et al.

(2014).

Physiological changes can accompany

and stabilize cultural changes. Poverty and

ethnic conflicts are cultural phenomena that

may have long-term, heritable physiological

effects. For example, young people living in

developing countries in conditions of social

and political insecurity, such as ongoing

political conflicts, are likely to be exposed

to hunger, psychological stress and toxic

pollutants, which can alter their epigenetic

profiles and adversely affect them and their

offspring. This concern is highlighted by

data from the ‘Dutch Starvation Winter’

of 1944–1945, which has shown that a

deprived in utero environment can have

lifelong effects, including the incidence of

many chronic non-communicable diseases

(Portrait et al. 2011; van Abeelen et al. 2012).

Adverse effects also develop rapidly in the

switch from low-calorie to high-calorie

environments, as is now happening in

China and India, with serious consequences

in, for example, the prevalence of type 2

diabetes. The physiology of culture and of

cultural inheritance emerges today as a new

and urgent concern.

The neglect of physiological respon-

siveness may also lead to unwarranted,

gene-centric, adaptationist interpretations.

Organisms adapt to their environment

at many levels that challenge a strict

genotype-to-phenotype world view. For

example, it has been suggested that positive

selection pressure led to an increase in the

prevalence of the EDARV370A variant of

the human ectodysplasin receptor in the

Han Chinese. This variant is associated

with increased eccrine sweat gland function

(Kamberov et al. 2013), and the idea is

that it facilitated thermoregulation and thus

survival in a warm, humid environment.

This gene-centric interpretation fails to

account for the fact that thermoregulation is

highly adaptable in humans and that sweat

rate can double with only a few weeks of heat

exposure (Robinson et al. 1943; Wyndham,

1967).

Sun & Zhu (2014) in this issue show the

limitations of the gene-centric view in the

study of cross-species clones that provide

‘an ideal system to study the relative role and

crosstalk between egg cytoplasm and zygotic

nucleus in development’, emphasizing that

‘the developmental process should be inter-

preted in a systemic way, rather than in a

way that solely focuses on the role of nuclear

genome.’

The question now, therefore, is not

whether developmental plasticity and

non-standard forms of inheritance occur

but how often they occur and to what extent

they contribute to evolutionary change. It is

also important to incorporate these changes

into mathematical models (Tal et al. 2010;

Danchin et al. 2011) and to define the

differences in the regulatory architecture

that underlie, for example, broad and

narrow sense inheritability (Wang et al.

2013). It will be important to assess the

contribution these regulatory mechanisms

may have made to the speed of evolution and

how interactions between the mechanisms,

such as genetic assimilation, contribute.

These are all open and difficult questions.

Nature is even more wondrous than the

architects of the Modern Synthesis thought,

and involves processes we thought were

impossible.

Relevance to health and disease

The Modern Synthesis has also been a

driver of biomedical research priorities and

experimental diagnostic and therapeutic

thinking since at least the US ‘War

on Cancer’, which started in 1971. A
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key idea was that discrete genetic and

molecular dysfunction led to specific cancer

phenotypes. If these could be identified

and then targeted with drugs, cancer

could be cured. This view is now being

abandoned, and cancer is seen as a

far more complex problem, involving

many pathways, frequently trigged by

environmental or behavioural factors, with

only limited evidence for marked genetic

risk in common cancers (Gatenby &

Gillies, 2008; Watson, 2013). Paradoxically,

successes in the War on Cancer have largely

been through prevention, most notably via

tobacco control.

In a similar vein, the human genome

project saw a tight linkage between genotype

and phenotype, with two major outcomes

envisioned. For diseases with known genetic

causes, cures based on gene therapy or other

forms of genetic engineering would emerge.

For more common non-communicable

diseases, such as diabetes and heart disease,

common gene variants would explain much

of the lifetime risk of the disease and lead

to pre-emptive medicine. In other words,

people could be screened for high-risk genes

and then given either lifestyle advice or

drugs to prevent disease.

This latter strategy has been marked

by a general failure to identify common

gene variants that place large numbers

of people at high risk for common

non-communicable diseases. Instead, a

large number of variants with small effect

sizes have been identified. In general,

the inclusion of genetic information in

risk-prediction algorithms does little

to improve risk prediction beyond

simple questionnaires and blood tests for

conditions such as diabetes and cardio-

vascular disease (Thanassoulis & Vasan,

2010; Echouffo-Tcheugui et al. 2013).

The current worldwide rise in obesity

seems so driven by the combination of

high calories and low physical activity that

some have concluded that the search for

obesity-risk genes is futile (Veerman, 2011).

Finally, even if such predictive information

were available, would the average person

change their behaviour or would low-risk

individuals feel free generally to ignore

well-known health guidelines? These issues

are dealt with in more detail in the article by

Joyner & Prendergast (2014) in this issue.

There is also a parallel story for rare

phenotypes. In the case of extreme longevity

(>100 years) the search for a clear-cut

genotype–phenotype narrative (Sebastiani

& Perls, 2012) has been slow to emerge

and hard to unravel. For sudden death

in young athletes, most commonly caused

by hypertrophic cardiomyopathy, multiple

causative rare genetic defects have emerged

(Landstrom & Ackerman, 2010). However,

even within the same family siblings with

the potentially lethal gene variant do not

always manifest the tragic phenotype.

At some level, biomedical research driven

by the Modern Synthesis is being repackaged

again. The idea is that certain gene

variants might offer new therapeutic targets

for common diseases. A notable recent

example is the targeting of pathways

associated with the PCSK9 gene (Steinberg

& Witztum, 2009) to reduce cholesterol.

The extent to which this new strategy is

more effective than the earlier focuses on

genetic engineering or the common variant

common phenotype remains to be seen.

Based on the above overview, it might be

argued that the biomedical efforts informed

by the Modern Synthesis have stalled

or at least underperformed. In contrast,

progress in epidemiology and public policy

marches on, with ever more evidence

showing the powerful effects of behaviour,

environment and social circumstances on

health (McGinnis et al. 2002; Wilkinson

& Marmot, 2003; Bortz, 2005; Kuznetsova,

2012).

The extent to which the genome project

has not influenced medical practice is

striking (Editorial, 2010). For example,

several recent clinical trials have shown

little or no benefit of genetic testing to

improve the dosing of the commonly used

anticoagulant warfarin. Additionally, the

need to design clinical trials to evaluate

personalized therapy objectively, based on

individual genetic markers, is critically

needed.

The ubiquity and abundance of

between-generation epigenetic inheritance

has implications for assessing disease risk

and the responses to ecological stresses. New

methods for identifying and estimating the

extent of heritable, epigenetic variation in

populations are necessary. One method

for doing this has been developed by

Tal et al. (2010), who have combined a

classical quantitative genetics approach

with information about the number of

opportunities for epigenetic reset between

generations and assumptions about

environmental induction to estimate the

heritable epigenetic variance and epigenetic

transmissibility. The application of this

or similar methods to epidemiological

data can help to uncover the epigenetic

correlates and causes of complex metabolic

and environmental diseases and help

in finding adequate treatments. Further

relevant material can be found in the article

on the Predictive Adaptive Response (PAR)

in this issue (Bateson et al. 2014).

Relevance for an extended evolutionary

synthesis

It is clear, therefore, that evolutionary theory

is undergoing ferment. Advances in the

empirical and conceptual approaches to

evolution prompt a renewed appreciation

of the multiplicity of processes interacting

in evolutionary change, leading to an

expanded theoretical framework beyond

the standard population genetic account

(Margulis & Sagan, 2003; Beurton et al.

2008; Pigliucci & Müller, 2010; Gissis &

Jablonka, 2011; Shapiro, 2011). Physio-

logical science has an important role in

this encompassing reform of evolutionary

theory, because of three major contributions

it can make, namely the reintroduction

of function, the addition of higher order

organizing principles and an account of

organismal systems properties.

In the classical view of the Modern

Synthesis, function – in general –

was all but excluded from having any

role in the generation of selectable

variation, the directionality of evolutionary

change (which was assumed to be the

consequence of selection alone) or the

kind of information transmitted from one

generation to the next. The contributions

to this issue demonstrate that this view is

unwarranted on all three accounts. Hence,

a representation of functional principles is

required in the evolutionary framework.

Indeed, while functional and evolutionary

explanation were once regarded as distinct

(Mayr, 1961), since the 1980s function

has been re-appreciated, mostly in terms

of constraints acting on the generation

of phenotypic variation (Wagner, 1984;

Maynard-Smith et al. 1985). More recently,

functional principles have come to be

addressed via evolutionary studies of

gene regulation, embryonic development,

comparative behaviour, ecological systems

and, in particular, physiology. The trigger

for this was the desire to achieve

a better mechanistic understanding of

the genotype–phenotype relation in the

evolutionary process. It is hardly surprising

that the emphasis has been, and still

is, on the molecular analysis of gene
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action, through functional genomics, trans-

genic techniques and genetic engineering.

Essentially, this provides a means of

experimental testing of the predictions

made by statistical genetic inference (Dean

& Thornton, 2007), thus adding a new level

of analysis to evolutionary science.

While these aspects of function improve

our mechanistic understanding of the

genotype–phenotype relation, physio-

logy brings function to evolution also

in a different way, through the higher

order control that physiological systems

exert over basic molecular processes.

Hormonal activity, metabolic networks

or electrolyte regulation, to name but

a few, represent physiological systems

that are not restricted to specific gene

activity, but affect the behaviour of

numerous cells, tissues and developmental

processes at once. Such functional systems

may themselves be a target of selection,

but, more importantly, they can also

affect the pace and directionality of

evolutionary change. In these cases, the

phenotypic outcome is not an immediate

consequence of natural selection, but a

consequence of the functional properties

of the given system. For instance, physio-

logical activity during development,

such as embryonic movement, when

altered through evolution, leads to

specific morphological consequences,

e.g. the loss or gain of skeletal elements

(Müller, 2003). Moreover, the functional

properties of proteins already present in

unicellular organisms, when mobilized

in a multicellular context, may dictate

the possible arrangements of primary

metazoan body plans (Newman et al. 2006).

Functional systems affect evolutionary

processes also through their influence on

inheritance, e.g. via epigenetic marking

or gene silencing. Epigenetic models show

that the rate and direction of evolutionary

change can differ markedly from that

inferred from population genetic models

(Day & Bonduriansky, 2011; Geoghegan &

Spencer, 2012), and epigenetic inheritance

may accelerate genetic accommodation

processes (e.g. Klironomos et al. 2013).

Heritable epigenetic changes may also

accompany ecological and genomic shocks

and contribute to macroevolutionary

change, for example in speciation

events (Jablonka & Lamb, 1995, 2014).

Furthermore, epigenetic DNA methylation,

which leads to tissue-specific gene silencing,

can greatly accelerate the rate of fixation of

beneficial recessive mutations (Chess, 2012)

and adaptive evolution by gene duplication

(Rodin et al. 2005). These effects strongly

modify the standard picture of evolutionary

theory and induce further questions about

the role and the evolutionary sophistication

of epigenetic mechanisms during the major

transitions in evolution (Jablonka & Lamb,

2006).

Another way in which functional systems

shape evolution is through their multilevel

interactions. Biological functions inter-

connect at many different levels of

organization, from molecules to whole

organisms, some aspects of which can now

be quantified through systems biological

approaches, such as the physiome project

(Hunter et al. 2002; Hunter & Borg,

2003). Hunter & de Bono (2014) in this

issue combine ‘a multiscale hierarchy of

functional tissue units (FTUs) with the

corresponding application of physical laws

to describe molecular interaction networks

and flow processes over continuum

fields within these units’ to explore the

‘biophysical constraints on tissue evolution’.

Newman (2014) also discusses how the

application of physical laws in biology can

show that ‘large-scale changes in organismal

form now [provide] a scientific basis other

than gradualistic natural selection based on

adaptive advantage’.

In developmental processes that generate

biological form, for instance, cellular

architecture, tissue activity, physiological

regulation and gene activation play together

in intricate functional networks, without

any privileged level of control. Evolutionary

modification of such multilevel dynamics,

be it through mutation, natural selection

or environmental induction, will always

affect the entire system. By necessity,

such multilevel systems exhibit emergent

properties (Badyaev, 2011) and produce

threshold effects that influence the

phenotypic outcome (Lange et al. 2013;

Čapek et al. 2014). On the evolutionary

scale, such properties can lead to non-linear

dynamics in population change (Jaeger

et al. 2012). By connecting levels of

organization and by defining the effective

parameters and boundary conditions for

functional interactions among them, the

physiological sciences can make a major

contribution towards the explanation of

non-gradual evolutionary dynamics and

macro-evolutionary events.

Thus, function in general, and physio-

logical function in particular, does affect

the generation of selectable variation, the

directionality of evolutionary change and

the transmission of genetic and non-genetic

information. Hence, evolutionary biologists

should genuinely be interested in the

functional physiological approach. First

steps are being made, and a functional

synthesis between molecular biology and

evolutionary biology has been proposed

(Dean & Thornton, 2007). What we

advocate here is different; not only does

molecular function need to be reconciled

with statistical gene variation, but the rules

of higher order functional principles need

to become part of a major reform of

the general evolutionary framework that is

currently taking place through the inclusion

of new concepts from evo–devo, niche

construction [see the article by Laland

et al. (2014) in this issue], epigenetic

inheritance and other areas (Pigliucci &

Müller, 2010). Consideration of function

permits the integration of this extended

synthesis view of evolution with physio-

logy. The hallmark of such a reform is

a relinquishment of any privileged levels

of causation in the evolutionary process

and a replacement of gene reductionism

by systems principles (Noble, 2012, 2013).

Aware of the fact that many of the relevant

processes now have become accessible to

empirical research, Morange (2011) noted

correctly: ‘the obstacles for a merging of

functional and evolutionary biology have

potentially disappeared’.

Consequences for concepts and definitions

Finally, we note some consequences for the

definitions of key elements and concepts,

focusing on the concept of the gene.

The articles by Keller (2014), Roll-Hansen

(2014) and Roux (2014) in this issue should

be consulted for important accounts on

the history and philosophy of the relevant

concepts and for their interpretations of the

consequences.

The concept of ‘gene’ is primary amongst

these, because the Modern Synthesis is a

gene-centred theory of evolution. There

has always been a tension between its

original definition as a discrete, inheritable

phenotype following Mendelian laws and

the modern molecular biological definition

of a gene as a template for a specific

protein (Keller, 2000; Noble, 2008). The

tension was manageable for so long as

it was thought that the relations between

genotype and phenotype were at least fairly

direct, even if people long ago gave up

‘the silent assumption [that] was made
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almost universally that there is a 1:1

relation between genetic factor (gene) and

character’ (Mayr, 1982) to acknowledge

that many genes are involved in each

physiological function. From a physio-

logical viewpoint, even this concession is

not enough. Organisms are remarkably

well buffered against DNA changes through

built in back-up mechanisms. In the heart’s

pacemaker, multiple back-up mechanisms

exist, so that targeting any one protein may

result in only small changes in rhythm

(Noble et al. 1992; Noble & Noble, 2011).

In yeast, 80% of single knock-outs are

silent in normal physiological conditions

(Hillenmeyer et al. 2008). The relation

between DNA and the phenotype is better

represented as being mediated by functional

networks, in which not all the components

are specified in DNA sequences (Kohl et al.

2010). To this problem we need to add

that posed by genetic assimilation, which,

as we argued earlier, cannot be represented

properly in terms of individual genes, but

rather as networks of alleles; to which we can

add the difficulty, also referred to already,

that DNA sequences provide a relatively

poor prediction of disease risks.

There has therefore been a new tendency

within the Modern Synthesis view to

represent this as a problem of ‘missing

inheritance’, ‘honorary genes’ or ‘phantom

inheritability’ (Zuk et al. 2012). This

misleading terminology hides the problem

in terms that have no role in scientific

discourse. The better way forward is to

recognize, quite simply, that we need

a much better notion of inheritance

through a systemic understanding of the

genotype–phenotype relation. From such

understanding we will, for example, be able

to explain how the statistical concepts of

broad and narrow senses of heritability are

functions of regulatory anatomy and the

environment (Wang et al. 2013).

It is also important to distinguish between

different meanings of ‘function’ in physio-

logy and in evolutionary biology. They are

significantly different but often confused.

As Roux (2014) says, ‘[since selectionist

theories] restrict the functional attribution

of a trait to its past selective value and

not its current properties, these theories are

inconsistent with the concept of function

in physiology’. Many other terms in the

discourse also need rethinking in the light of

these considerations, such as ‘genetic code’,

‘genetic programme’ and ‘book of life’.

Conclusions

The wide-ranging set of articles published

in this issue reveal a major challenge

both for the physiological sciences and for

evolutionary biology. As the integration

between the two proceeds, neither can

remain unchanged. Evolutionary theory

requires extension or even replacement,

while physiological science needs to address

the exciting possibilities opened up for the

future. We hope that our article, and those

published here, will enable both disciplines

to respond effectively to that challenge.
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ABSTRACT

Experimental results in epigenetics and related fields of biological

research show that the Modern Synthesis (neo-Darwinist) theory of

evolution requires either extension or replacement. This article

examines the conceptual framework of neo-Darwinism, including the

concepts of ‘gene’, ‘selfish’, ‘code’, ‘program’, ‘blueprint’, ‘book of life’,

‘replicator’ and ‘vehicle’. This form of representation is a barrier to

extending or replacing existing theory as it confuses conceptual and

empirical matters. These need to be clearly distinguished. In the case

of the central concept of ‘gene’, the definition has moved all the way

from describing a necessary cause (defined in terms of the inheritable

phenotype itself) to an empirically testable hypothesis (in terms of

causation by DNA sequences). Neo-Darwinism also privileges

‘genes’ in causation, whereas in multi-way networks of interactions

there can be no privileged cause. An alternative conceptual

framework is proposed that avoids these problems, and which is

more favourable to an integrated systems view of evolution.

KEY WORDS: Epigenetics, Genetic program, Modern synthesis,
Lamarck, Systems biology

Origin of this article

This paper represents the culmination of ideas previously developed

in a book, The Music of Life (Noble, 2006), and four related articles

(Noble, 2011b; Noble, 2012; Noble, 2013; Noble et al., 2014).

Those publications raised many questions from readers in response

to which the ‘Answers’ pages (http://musicoflife.co.uk/Answers-

menu.html) of The Music of Life website were drafted. Those pages,

in particular the page entitled The language of Neo-Darwinism, 

were written in preparation for the present article. The ideas have

been extensively honed in response to further questions and

comments.

Introduction

The recent explosion of research on epigenetic mechanisms

described in this issue and elsewhere (e.g. Noble et al., 2014), and

most particularly work focused on trans-generational inheritance

mediated by those mechanisms (e.g. Danchin et al., 2011; Dias and

Ressler, 2014; Gluckman et al., 2007; Klironomos et al., 2013;

Nelson et al., 2012; Nelson and Nadeau, 2010; Nelson et al., 2010;

Rechavi et al., 2011; Sela et al., 2014), has created the need to either

extend or replace the Modern (neo-Darwinist) Synthesis (Beurton et

al., 2008; Gissis and Jablonka, 2011; Noble et al., 2014; Pigliucci

and Müller, 2010). This paper explains why replacement rather than

extension is called for. The reason is that the existence of robust

mechanisms of trans-generational inheritance independent of DNA

sequences runs strongly counter to the spirit of the Modern

Synthesis. In fact, several new features of experimental results on
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inheritance and mechanisms of evolutionary variation are

incompatible with the Modern Synthesis. Fig. 1 illustrates the

definitions and relationships between the various features of

Darwinism, the Modern Synthesis and a proposed new Integrative

Synthesis. The diagram is based on an extension of the diagram used

by Pigliucci and Müller (Pigliucci and Müller, 2010) in explaining

the idea of an extended Modern Synthesis.

The shift to a new synthesis in evolutionary biology can also be

seen to be part of a more general shift of viewpoint within biology

towards systems approaches. The reductionist approach (which

inspired the Modern Synthesis as a gene-centred theory of

evolution) has been very productive, but it needs, and has always

needed, to be complemented by an integrative approach, including

a new theory of causation in biology (Noble, 2008), which I have

called the theory of Biological Relativity (Noble, 2012). The

approach to replace the Modern Synthesis could be called the

Integrative Synthesis as it would be based on the integration of a

variety of mechanisms of evolutionary change that must interact,

rather than the single mechanism postulated by the Modern

Synthesis (Noble, 2013). We are moving to a much more nuanced

multi-mechanism theory of evolution, which, interestingly, is closer

to some of Darwin’s ideas than to neo-Darwinism. Darwin was not

a neo-Darwinist. He recognised other mechanisms in addition to

natural selection and these included the inheritance of acquired

characteristics.

The language of neo-Darwinism

Many of the problems with the Modern Synthesis in accommodating

the new experimental findings have their origin in neo-Darwinist

forms of representation rather than in experimental biology itself.

These forms of representation have been responsible for, and

express, the way in which 20th century biology has most frequently

been interpreted. In addition, therefore, to the need to accommodate

unanticipated experimental findings, we have to review the way in

which we interpret and communicate experimental biology. The

language of neo-Darwinism and 20th century biology reflects highly

reductionist philosophical and scientific viewpoints, the concepts of

which are not required by the scientific discoveries themselves. In

fact, it can be shown that, in the case of some of the central concepts

of ‘selfish genes’ or ‘genetic program’, no biological experiment

could possibly distinguish even between completely opposite

conceptual interpretations of the same experimental findings (Noble,

2006; Noble, 2011b). The concepts therefore form a biased

interpretive veneer that can hide those discoveries in a web of

interpretation.

I refer to a web of interpretation as it is the whole conceptual

scheme of neo-Darwinism that creates the difficulty. Each concept

and metaphor reinforces the overall mind-set until it is almost

impossible to stand outside it and to appreciate how beguiling it is.

As the Modern Synthesis has dominated biological science for over

half a century, its viewpoint is now so embedded in the scientific

literature, including standard school and university textbooks, that

many biological scientists may not recognise its conceptual nature,

Evolution beyond neo-Darwinism: a new conceptual framework
Denis Noble*
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let alone question incoherences or identify flaws. Many scientists

see it as merely a description of what experimental work has shown:

the idea in a nutshell is that genes code for proteins that form

organisms via a genetic program inherited from preceding

generations and which defines and determines the organism and its

future offspring. What is wrong with that? This article analyses what

I think is wrong or misleading and, above all, it shows that the

conceptual scheme is neither required by, nor any longer productive

for, the experimental science itself.

I will analyse the main concepts and the associated metaphors

individually, and then show how they link together to form the

complete narrative. We can then ask what would be an alternative

approach better fitted to what we now know experimentally and to

a new more integrated systems view. The terms that require analysis

are ‘gene’, ‘selfish’, ‘code’, ‘program’, ‘blueprint’ and ‘book of life’.

We also need to examine secondary concepts like ‘replicator’ and

‘vehicle’.

‘Gene’

Neo-Darwinism is a gene-centred theory of evolution. Yet, its

central notion, the ‘gene’, is an unstable concept. Surprising as it

may seem, there is no single agreed definition of ‘gene’. Even more

seriously, the different definitions have incompatible consequences

for the theory.

The word ‘gene’ was introduced by Johannsen (Johannsen, 1909).

But the concept had already existed since Mendel’s experiments on

plant hybrids, published in 1866 (see Druery and Bateson, 1901),

and was based on ‘the silent assumption [that] was made almost

universally that there is a 1:1 relation between genetic factor (gene)

and character’ (Mayr, 1982). Of course, no-one now thinks that there

is a simple 1:1 relation, but the language of direct causation has been

retained. I will call this definition of a ‘gene’ geneJ to signify

Johannsen’s (but essentially also Mendel’s) meaning. Since then, the

concept of a gene has changed fundamentally. GeneJ referred to the

cause of a specific inheritable phenotype characteristic (trait), such

as eye/hair/skin colour, body shape and mass, number of

legs/arms/wings, to which we could perhaps add more complex

traits such as intelligence, personality and sexuality.

The molecular biological definition of a gene is very different.

Following the discovery that DNA forms templates for proteins, the

definition shifted to locatable DNA sequences with identifiable

beginnings and endings. Complexity was added through the

discovery of regulatory elements (essentially switches), but the basic

cause of phenotype characteristics was still thought to be the DNA

sequence as that forms the template to determine which protein is

made, which in turn interacts with the rest of the organism to

produce the phenotype. I will call this definition of a ‘gene’ geneM

(see Fig. 2).

REVIEW The Journal of Experimental Biology (2015) doi:10.1242/jeb.106310

Fig. 1. Diagram illustrating definitions of Darwinism,
Modern Synthesis (neo-Darwinism) and Integrated
Synthesis. The diagram is derived from Pigliucci and

Müller’s (Pigliucci and Müller, 2010) presentation of an

Extended Synthesis. All the elements are also present in

their diagram. The differences are: (1) the elements that

are incompatible with the Modern Synthesis are shown

coloured on the right; (2) the reasons for the

incompatibility are shown in the three corresponding

coloured elements on the left. These three assumptions of

the Modern Synthesis lie beyond the range of what needs

to extend or replace the Modern Synthesis; (3) in

consequence, the Modern Synthesis is shown as an oval

extending outside the range of the extended synthesis,

which therefore becomes a replacement rather than an

extension.

Fig. 2. Relationships between genes,
environment and phenotype characters
according to current physiological and
biochemical understanding. This diagram

represents the interaction between DNA

sequences, environment and phenotype as

occurring through biological networks. The

causation occurs in both directions between all

three influences on the networks. This view is

very different from the idea that genes ‘cause’

the phenotype (right-hand arrow). This diagram

also helps to explain the difference between

the original concept of a gene as the cause of

a particular phenotype (geneJ) and the modern

definition as a DNA sequence (geneM). For

further description and analysis see Kohl et al.

(Kohl et al., 2010).
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But unless all phenotype characteristics are attributable entirely to

DNA sequences (which is false: DNA does not act outside the context

of a complete cell), geneM cannot be the same as geneJ. According to

the original view, genesJ were necessarily the cause of inheritable

phenotypes because that is how they were defined: as whatever in the

organism is the cause of that phenotype. Johanssen even left the

answer on what a gene might be vague: ‘The gene was something

very uncertain, “ein Etwas” [‘anything’], with no connection to the

chromosomes’ (Wanscher, 1975). Dawkins (Dawkins, 1982) also uses

this ‘catch-all’ definition as ‘an inheritable unit’. It would not matter

whether that was DNA or something else or any combination of

factors. No experiment could disprove a ‘catch-all’ concept as

anything new discovered to be included would also be welcomed as

a geneJ. The idea becomes unfalsifiable.

The question of causation is now an empirical investigation

precisely because the modern definition, genesM, identifies them

instead with DNA sequences alone, which omits reference to all

other factors. To appreciate the difference, consider Mendel’s

experiments showing specific phenotypes, such as smooth or

wrinkled surfaces of peas. GeneJ was whatever in the plant caused

the peas to be smooth or wrinkled. It would not make sense to ask

whether geneJ was the cause. That is how it was defined. It simply

is everything that determines the inherited phenotype, i.e. the trait.

(Of course, different questions of an empirical nature could be asked

about genesJ, such as whether they follow Mendel’s laws. Some do;

some don’t.) By contrast, it makes perfect sense to ask whether a

specific DNA sequence, geneM, is responsible for determining the

phenotype. That question is open to experimental investigation.

GeneJ could only be the same as geneM if DNA alone determined

the phenotype.

This difference between geneJ (which refers to indeterminate

entities that are necessarily the cause) and geneM (whose causation

is open to experimentation) is central and I will use it several times

in this article. The difference is in fact large as most changes in

DNA do not necessarily cause a change in phenotype. Organisms

are very good at buffering themselves against genomic change.

Eighty per cent of knockouts in yeast, for example, are normally

silent (Hillenmeyer et al., 2008), while critical biological oscillators

like the cardiac pacemaker (Noble, 2011a) or circadian rhythm

(Foster and Kreitzman, 2004) are buffered against genomic change

through extensive back-up mechanisms.

The original concept of a gene has therefore been adopted, but

then significantly changed by molecular biology. This led to a great

clarification of molecular mechanisms, surely one of the greatest

triumphs of 20th century biology, and widely acknowledged as such.

But the more philosophical consequences of this change for higher

level biology are profound and they are much less widely

understood. Fig. 2 summarizes the difference.

Some biological scientists have even given up using the word

‘gene’, except in inverted commas. As Beurton et al. (Beurton et al.,

2008) comment: ‘It seems that a cell’s enzymes are capable of

actively manipulating DNA to do this or that. A genome consists

largely of semi stable genetic elements that may be rearranged or

even moved around in the genome thus modifying the information

content of DNA.’ This view is greatly reinforced by the fact that

gene expression is stochastic (Chang et al., 2008) and that this itself

opens the way to an extensive two-way interaction between the

organism’s functional networks and the structure and function of

chromatin [e.g. figure 10.5 in Kupiec (Kupiec, 2014)].

The reason that the original and the molecular biological

definitions have incompatible consequences for neo-Darwinism is

that only the molecular biological definition, geneM, could be

compatible with a strict separation between the ‘replicator’ and the

‘vehicle’. As illustrated in Fig. 2, a definition in terms of inheritable

phenotypic characteristics (i.e. geneJ) necessarily includes much

more than the DNA, so that the distinction between replicator and

vehicle is no longer valid (Noble, 2011b). Note also that the change

in definition of a gene that I am referring to here is more

fundamental than some other changes that are required by recent

findings in genomics, such as the 80% of ‘non-coding’ DNA that is

now known to be transcribed (The_Encode_Project_Consortium,

2012) and which also might be included in the molecular biological

definition. Those findings raise an empirical question: are those

transcriptions as RNAs functional? That would extend geneM to

include these additional functional sequences. The difference I refer

to, by contrast, is a conceptual one. The difference between geneJ

and geneM would still be fundamental because it is the difference

between necessary and empirically testable causality, not just an

extension of the definition of geneM.

‘Selfish’

There is no biological experiment that could distinguish between the

selfish gene theory and its opposites, such as ‘imprisoned’ or ‘co-

operative genes’. This point was conceded long ago by Richard

Dawkins in his book The Extended Phenotype: ‘I doubt that there is

any experiment that could prove my claim’ (Dawkins, 1982). A

more complete dissection of the language and possible empirical

interpretations of selfish gene theory can be found in Noble (Noble,

2011b).

‘Code’

After the discovery of the double helical structure of DNA, it was

found that each sequence of three bases in DNA or RNA

corresponds to a single amino acid in a protein sequence. These

triplet patterns are formed from any combination of the four bases

U, C, A and G in RNA and T, C, A and G in DNA. They are often

described as the genetic ‘code’, but it is important to understand that

this usage of the word ‘code’ carries overtones that can be

confusing. This section of the article is not intended to propose that

the word ‘code’ should not be used. Its purpose is rather to ensure

that we avoid those overtones.

A code was originally an intentional encryption used by humans

to communicate. The genetic ‘code’ is not intentional in that sense.

The word ‘code’ has unfortunately reinforced the idea that genes are

active and even complete causes, in much the same way as a

computer is caused to follow the instructions of a computer

program. The more neutral word ‘template’ would be better.

Templates are used only when required (activated); they are not

themselves active causes. The active causes lie within the cells

themselves because they determine the expression patterns for the

different cell types and states. These patterns are communicated to

the DNA by transcription factors, by methylation patterns and by

binding to the tails of histones, all of which influence the pattern and

speed of transcription of different parts of the genome. If the word

‘instruction’ is useful at all, it is rather that the cell instructs the

genome. As the Nobel-prize winner Barbara McClintock said, the

genome is an ‘organ of the cell’, not the other way round

(McClintock, 1984).

Representing the direction of causality in biology the wrong way

round is confusing and has far-reaching consequences. The causality

is circular, acting both ways: passive causality by DNA sequences

acting as otherwise inert templates, and active causality by the

functional networks of interactions that determine how the genome

is activated.

9
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‘Program’

The idea of a ‘genetic program’ was introduced by the French Nobel

laureates Jacques Monod and Francois Jacob. They referred

specifically to the way in which early electronic computers were

programmed by paper or magnetic tapes: ‘The programme is a

model borrowed from electronic computers. It equates the genetic

material with the magnetic tape of a computer’ (Jacob, 1982). The

analogy was that DNA ‘programs’ the cell, tissues and organs of the

body just as the code in a computer program causally determines

what the computer does. In principle, the code is independent of the

machine that implements it, in the sense that the code itself is

sufficient to specify what will happen when the instructions are

satisfied. If the program specifies a mathematical computation, for

example, it would contain a specification of the computation to be

performed in the form of complete algorithms. The problem is that

no complete algorithms can be found in the DNA sequences. What

we find is better characterised as a mixture of templates and

switches. The ‘templates’ are the triplet sequences that specify the

amino acid sequences or the RNA sequences. The ‘switches’ are the

locations on the DNA or histones where transcription factors,

methylation and other controlling processes trigger their effects. As

a program, this is incomplete.

Where then does the full algorithmic logic of a program lie?

Where, for example, do we find the equivalent of ‘IF-THEN-ELSE’

type instructions? The answer is in the cell or organism as a whole,

not just in the genome.

Take as an example circadian rhythm. The simplest version of this

process depends on a DNA sequence Period used as a template for

the production of a protein PER whose concentration then builds up

in the cytoplasm. It diffuses through the nuclear membrane and, as

the nuclear level increases, it inhibits the transcription of Period

(Foster and Kreitzman, 2004). This is a negative feedback loop of

the kind that can be represented as implementing a ‘program’ like

IF LEVEL X EXCEEDS Y STOP PRODUCING X, BUT IF

LEVEL X IS SMALLER THAN Y CONTINUE PRODUCING X.

But it is important to note that the implementation of this ‘program’

to produce a 24 h rhythm depends on rates of protein production by

ribosomes, the rate of change of concentrations within the

cytoplasm, the rate of transport across the nuclear membrane, and

interaction with the gene transcription control site (the switch). All

of this is necessary to produce a feedback circuit that depends on

much more than the genome. It depends also on the intricate cellular,

tissue and organ structures that are not specified by DNA sequences,

which replicate themselves via self-templating, and which are also

essential to inheritance across cell and organism generations.

This is true of all such ‘programs’. To call them ‘genetic

programs’ or ‘gene networks’ is to fuel the misconception that all

the active causal determination lies in the one-dimensional DNA

sequences. It doesn’t. It also lies in the three-dimensional static and

dynamic structures of the cells, tissues and organs.

The postulate of a ‘genetic program’ led to the idea that an

organism is fully defined by its genome, whereas in fact the

inheritance of cell structure is equally important. Moreover, this

structure is specific to different species. Cross-species clones do not

generally work. Moreover, when, very rarely, cross-species clones

do work, the outcome is determined by the cytoplasmic structures

and expression patterns as well as the DNA (Sun et al., 2005). In this

connection it is worth noting that the basic features of structural

organisation both of cells and of multicellular organisms must have

been determined by physical constraints before the relevant genomic

information was developed (Müller and Newman, 2003; Newman

et al., 2006).

As with ‘code’, the purpose of this section is to warn against

simplistic interpretations of the implications of the word ‘program’.

In the extended uses to which the word has been put in biology, and

in modern computing science where the concept of a distributed

program is normal, ‘program’ can be used in many different ways.

The point is that such a ‘program’ does not lie in the DNA alone.

That is also the reason why the concept of a ‘genetic program’ is not

testable. By necessarily including non-DNA elements, there is no

way of determining whether a ‘genetic program’ exists. At the limit,

when all the relevant components have been added in, the ‘program’

is the same as the function it is supposed to be programming. The

concept then becomes redundant [p. 53 of Noble (Noble, 2006)].

Enrico Coen (Coen, 1999) put the point beautifully when he wrote:

‘Organisms are not simply manufactured according to a set of

instructions. There is no easy way to separate instructions from the

process of carrying them out, to distinguish plan from execution.’

‘Blueprint’

‘Blueprint’ is a variation on the idea of a program. The word suffers

from a similar problem to the concept of a ‘program’, which is that

it can be mistaken to imply that all the information necessary for the

construction of an organism lies in the DNA. This is clearly not true.

The complete cell is also required, and its complex structures are

inherited by self-templating. The ‘blueprint’, therefore, is the cell as

a whole. But that destroys the whole idea of the genome being the

full specification. It also blurs and largely nullifies the distinction

between replicator and vehicle in selfish gene theory.

‘Book of life’

The genome is often described as the ‘book of life’. This was one

of the colourful metaphors used when projecting the idea of

sequencing the complete human genome. It was a brilliant public

relations move. Who could not be intrigued by reading the ‘book of

life’ and unravelling its secrets? And who could resist the promise

that, within about a decade, that book would reveal how to treat

cancer, heart disease, nervous diseases, diabetes, with a new era of

pharmaceutical targets. As we all know, it didn’t happen. An

editorial in Nature spelt this out:

‘The activity of genes is affected by many things not explicitly

encoded in the genome, such as how the chromosomal material is

packaged up and how it is labelled with chemical markers. Even

for diseases like diabetes, which have a clear inherited

component, the known genes involved seem to account for only a

small proportion of the inheritance…the failure to anticipate such

complexity in the genome must be blamed partly on the cosy

fallacies of genetic research. After Francis Crick and James

Watson cracked the riddle of DNA’s molecular structure in 1953,

geneticists could not resist assuming it was all over bar the

shouting. They began to see DNA as the “book of life,” which

could be read like an instruction manual. It now seems that the

genome might be less like a list of parts and more like the weather

system, full of complicated feedbacks and interdependencies.’

(Editorial, 2010)

The ‘book of life’ represents the high watermark of the

enthusiasm with which the language of neo-Darwinism was

developed. Its failure to deliver the promised advances in healthcare

speaks volumes. Of course, there were very good scientific reasons

for sequencing whole genomes. The benefits to evolutionary and

comparative biology in particular have been immense, and the

sequencing of genomes will eventually contribute to healthcare

REVIEW The Journal of Experimental Biology (2015) doi:10.1242/jeb.106310
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when the sequences can be better understood in the context of other

essential aspects of physiological function. But the promise of a

peep into the ‘book of life’ leading to a cure for all diseases was a

mistake.

The language of neo-Darwinism as a whole

All parts of the neo-Darwinist forms of representation encourage the

use and acceptance of the other parts. Once one accepts the idea that

the DNA and RNA templates form a ‘code’, the idea of the ‘genetic

program’ follows naturally. That leads on to statements like ‘they

[genes] created us body and mind’ (Dawkins, 1976; Dawkins, 2006),

which gets causality wrong in two ways. First, it represents genes as

active causes, whereas they are passive templates. Second, it ignores

the many feedbacks on to the genome that contribute to circular

causality, in which causation runs in both directions. Those mistakes

lead to the distinction between replicators and vehicles. The problem

lies in accepting the first step, the idea that there is a ‘code’ forming

a complete program.

The distinction between the replicator and the vehicle can be seen

as the culmination of the neo-Darwinist way of thinking. If all the

algorithms for the processes of life lie in the genome then the rest

of the organism does seem to be a disposable vehicle. Only the

genome needs to replicate, leaving any old vehicle to carry it.

The distinction, however, is a linguistic confusion and it is

incorrect experimentally (Noble, 2011b). The DNA passed on from

one generation to the next is based on copies (though not always

perfect). The cell that carries the DNA is also a copy (also not

always perfect). In order for a cell to give rise to daughter cells, both

the DNA and the cell have to be copied. The only difference

between copying a cell and copying DNA is that the cell copies

itself by growing (copying its own detailed structure gradually,

which is an example of self-templating) and then dividing so that

each daughter cell has a full complement of the complex cell

machinery and its organelles, whereas copying DNA for the purpose

of inheritance occurs only when the cell is dividing. Moreover, the

complexity of the structure in each case is comparable: ‘It is

therefore easy to represent the three-dimensional image structure of

a cell as containing as much information as the genome’ (Noble,

2011a). Faithful genome replication also depends on the prior ability

of the cell to replicate itself because it is the cell that contains the

necessary structures and processes to enable errors in DNA

replication to be corrected. Self-templating must have been prior to

the development of the relevant DNA (Müller and Newman, 2003;

Newman et al., 2006).

My germ line cells are therefore just as much ‘immortal’ (or not)

as their DNA. Moreover, nearly all of my cells and DNA die with

me. Those that do survive, which are the germ cells and DNA that

help to form the next generation, do not do so separately. DNA does

not work without a cell. It is simply an incorrect playing with words

to single the DNA out as uniquely immortal.

I was also playing with words when I wrote that ‘DNA alone is

inert, dead’ (Noble, 2011b). But at least that has a point in actual

experiments. DNA alone does nothing. By contrast, cells can

continue to function for some time without DNA. Some cells do that

naturally, e.g. red blood cells, which live for about 100 days without

DNA. Others, such as isolated nerve axons, fibroblasts (Cox et al.,

1976; Goldman et al., 1973) or any other enucleated cell type, can

do so in physiological experiments.

GenesM are best viewed therefore as causes in a passive sense. They

do nothing until activated. Active causation lies with proteins,

membranes, metabolites, organelles, etc., and the dynamic functional

networks they form in interaction with the environment (Noble, 2008).

Notice also that the language as a whole is strongly

anthropomorphic. This is strange, given that most neo-Darwinists

would surely wish to avoid anthropomorphising scientific discovery.

An alternative form of representation

The alternative form of representation depends on two fundamental

concepts. The first one is the distinction between active and passive

causes. GenesM are passive causes; they are templates used when the

dynamic cell networks activate them. The second concept is that

there is no privileged level of causation. In networks, that is

necessarily true, and it is the central feature of what I have called the

theory of biological relativity, which is formulated in a mathematical

context (Noble, 2012).

I will illustrate the second point in a more familiar non-

mathematical way. Take some knitting needles and some wool. Knit

a rectangle. If you don’t knit, just imagine the rectangle. Or use an

old knitted scarf. Now pull on one corner of the rectangle while

keeping the opposite corner fixed. What happens? The whole

network of knitted knots moves. Now reverse the corners and pull

on the other corner. Again, the whole network moves, though in a

different way. This is a property of networks. Everything ultimately

connects to everything else. Any part of the network can be the

prime mover, and be the cause of the rest of the network moving and

adjusting to the tension. Actually, it would be better still to drop the

idea of any specific element as prime mover. It is networks that are

dynamically functional.

Now knit a three-dimensional network. Again, imagine it. You

probably don’t actually know how to knit such a thing. Pulling on

any part of the three-dimensional structure will cause all other parts

to move (cf. Ingber, 1998). It doesn’t matter whether you pull on the

bottom, the top or the sides. All can be regarded as equivalent. There

is no privileged location within the network.

The three-dimensional network recalls Waddington’s epigenetic

landscape network (Fig. 3) and is quite a good analogy to biological

networks as the third dimension can be viewed as representing the

multi-scale nature of biological networks. Properties at the scale of

cells, tissues and organs influence activities of elements, such as genes

and proteins, at the lower scales. This is sometimes called downward

causation, to distinguish it from the reductionist interpretation of

causation as upward causation (Ellis et al., 2012). ‘Down’ and ‘up’

here are also metaphors and should be treated carefully. The essential

point is the more neutral statement: there is no privileged scale of

causality, beyond the representation of scales, perhaps. This must be

the case in organisms, which work through many forms of circular

causality. A more complete analysis of this alternative approach can

be found in the article on Biological Relativity (Noble, 2012), from

which Fig. 4 is taken. One of the consequences of the relativistic view

is that genesM cease to be represented as active causes. Templates are

passive causes, used when needed. Active causation resides in the

networks, which include many components for which there are no

DNA templates. It is the physics and chemistry of those dynamic

networks that determine what happens.

In certain respects, my article reflects some of the points made

over 30 years ago by Ho and Saunders (Ho and Saunders, 1979),

who wrote: ‘The intrinsic dynamical structure of the epigenetic

system itself, in its interaction with the environment, is the source

of non-random variations which direct evolutionary change, and that

a proper study of evolution consists in the working out of the

dynamics of the epigenetic system and its response to environmental

stimuli as well as the mechanisms whereby novel developmental

responses are canalized.’ Their ideas also owe much to those of

Conrad Waddington – the term ‘canalised’ is one that he often used.

11
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An important linguistic feature of the alternative, relativistic,

concepts proposed here is that most or all the anthropomorphic

features of the neo-Darwinist language can be eliminated, without

contravening a single biological experimental fact. There may be

other forms of representation that can achieve the same result. It

doesn’t really matter which you use. The aim is simply to distance

ourselves from the biased conceptual scheme that neo-Darwinism

has brought to biology, made more problematic by the fact that it

has been presented as literal truth.

Conclusions

The extent to which the language of neo-Darwinism has dominated

biological thought for over a century since George Romanes

invented the term in a letter to Nature (Romanes, 1883) is

remarkable. It is a tribute to the inventiveness and persuasiveness of

many biologists and to their ability to communicate the original idea

and its subsequent formulation as the Modern Synthesis to a very

wide public. The integration of the early discoveries of molecular

biology also contributed great momentum, particularly as the

Central Dogma of Molecular Biology (Crick, 1970) was perceived

(incorrectly as it subsequently turned out) to confirm a central

assumption, which was that the genome was isolated from the

lifestyle of the organism and its environment.

In retrospect, neo-Darwinism can be seen to have oversimplified

biology and over-reached itself in its rhetoric. By so conclusively

excluding anything that might be interpreted as Lamarckism, it

assumed what couldn’t be proved. As John Maynard Smith

(Maynard Smith, 1998) admitted: ‘It [Lamarckism] is not so

obviously false as is sometimes made out’, a statement that is all the

more significant from being made by someone working entirely

within the Modern Synthesis framework. His qualification on this

statement in 1998 was that he couldn’t see what the mechanism(s)

might be. We can now do so thanks to some ingenious experimental

research in recent years.

Nevertheless, the dogmatism was unnecessary and uncalled for.

It damaged the reputation of Lamarck, possibly irretrievably.

REVIEW The Journal of Experimental Biology (2015) doi:10.1242/jeb.106310

Fig. 3. Conrad Waddington’s diagram of the epigenetic
landscape. Genes (solid pegs at the bottom) are viewed as

parts of complex networks so that many gene products

interact between themselves and with the phenotype to

produce the phenotypic landscape (top) through which

development occurs. Waddington’s insight was that new

forms could arise through new combinations to produce new

landscapes in response to environmental pressure, and that

these could then be assimilated into the genome.

Waddington was a systems biologist in the full sense of the

word. If we had followed his lead many of the more naive

20th century popularisations of genetics and evolutionary

biology could have been avoided. Image taken from The

Strategy of the Genes (Waddington, 1957). Reprinted

(2014) by Routledge Library Editions.

Fig. 4. Many models of biological systems consist
of differential equations for the kinetics of each
component. These equations cannot give a solution

(the output) without setting the initial conditions (the

state of the components at the time at which the

simulation begins) and the boundary conditions. The

boundary conditions define what constraints are

imposed on the system by its environment and can

therefore be considered as a form of contextual

causation from a higher scale. This diagram is highly

simplified to represent what we actually solve

mathematically. In reality, boundary conditions are

also involved in determining initial conditions and the

output parameters can also influence the boundary

conditions, while they in turn are also the initial

conditions for a further period of integration of the

equations. The arrows are not really unidirectional.

The dotted arrows complete the diagram to show that

the output contributes to the boundary conditions

(although not uniquely), and determines the initial

conditions for the next integration step. Legend and

diagram are reproduced from Noble (Noble, 2012).
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Lamarck should be recognised by biologists generally as one of the

very first to coin and use the term ‘biology’ to distinguish our

science, and by evolutionary biologists in particular for championing

the transformation of species against some very powerful critics.

Darwin praised Lamarck for this achievement: ‘This justly

celebrated naturalist…who upholds the doctrine that all species,

including man, are descended from other species’ (preface to the 4th

edition of The Origin of Species, 1866).

Many others were damaged too, Waddington included. A little

more humility in recognising the pitfalls that beset the unwary when

they think they can ignore some basic philosophical principles

would have been a wiser strategy. The great physicist Poincaré

pointed out, in connection with the relativity principle in physics,

that the worst philosophical errors are made by those who claim they

are not philosophers (Poincaré, 1902; Poincaré, 1968). They do so

because they don’t even recognise the existence of the conceptual

holes they fall into. Biology has its own version of those conceptual

holes.
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Conrad Waddington and
the origin of epigenetics
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Denis Noble discusses Conrad

Waddington’s classic paper, ‘The genetic

assimilation of the bithorax phenotype’,

published in Evolution in 1956.

In 1956, the British developmental

biologist, ConradWaddington, published a

paper in the journal Evolution

(Waddington, 1956) inwhichhe succeeded

in demonstrating the inheritance of a

characteristic acquired in a population in

response to an environmental stimulus.

Much earlier, in 1890, August Weismann

had tried and failed to achieve this. He

amputated the tails of five successive

generations of mice and showed absolutely

no evidence for an effect on subsequent

generations.Weismann’s discovery that the

effects of an environmental stimulus (tail

amputation) cannot be transmitted to

subsequent generations, together with his

assumption that genetic change is random,

formed the foundations of the Modern

Synthesis (Neo-Darwinism) of our

understanding of genetic inheritance.

Waddington’s approach, however, was

much more subtle and more likely to be

successful because he realised that theway

to test for the inheritance of acquired

characteristics is first to discover what

forms of developmental plasticity already

exist in a population, or that the population

could be persuaded to demonstrate with a

little nudging from the environment. By

exploiting plasticity that alreadyexisted he

was much more likely to mimic a path that

evolution itself could have taken.

He used the word ‘canalised’ for this kind

of persuasion since he represented the

developmental process as a series of

‘decisions’ that could be represented as

‘valleys’ and ‘forks’ in a developmental

landscape (Fig. 1). He knew from his

developmental studies that embryo fruit

flies could be persuaded to show different

thorax and wing structures, simply by

changing the environmental temperature or

by a chemical stimulus. In his landscape

diagram, this could be represented as a

smallmanipulation in slope thatwould lead

to one channel in the landscape being

favoured over another, so that the adult

could show a different phenotype starting

from the same genotype.

The next step in his experiment was to

select for and breed from the animals that

displayed the new characteristic. Exposed

to the same environmental stimulus, these

gave rise to progeny with an even higher

proportion of adults displaying the new

character. After a relatively small number

of generations, he found that he could then

breed from the animals and obtain robust

inheritance of the new character even

without applying the environmental

stimulus. The characteristic had therefore

become locked into the genetics of the

animal. He called this process genetic

assimilation. What he had succeeded in

showing was that an acquired characteristic

could first be inherited as what we would

now call ‘soft’ inheritance, and that it could

then be assimilated into becoming standard

‘hard’ genetic inheritance. Today, we call

‘soft’ inheritance epigenetic inheritance,

and of course, we know many more

mechanisms by which the same genome

can be controlled to produce different

epigenetic effects.

What was happening at the gene level in

Waddington’s experiments? A standard

Neo-Darwinist explanation might be that

some mutations occurred. That is possible,

but extremely unlikely on the time scale of

the experiment, which was only a few

generations. Moreover, random mutations

would occur in individuals, not in a whole

group. Single small mutations would have

taken very many generations to spread

throughwhole populations, andmany such

mutations would have been required.

But I think there is a much simpler

explanation. Recall that the experiment

exploited plasticity that is already

present in the population. That strongly

suggests that all the alleles (gene

variants) necessary for the inheritance of

the characteristic were already present in

the population, but not initially in any

particular individuals in the correct

combination. The experiment simply

brings them together. This is a

modification of the pattern of the genome

in response to the environmental change,

but not in a way that requires any new

mutations. I came to this conclusion

before reading Waddington’s (1957)

book, The Strategy of the Genes. But it is

in fact one of Waddington’s own ideas!

He writes ‘There is no … reason which

would prevent us from imagining that all

the genes which eventually make up the

assimilated genotype were already

present in the population before the

selection began, and only required

bringing together’ (p. 176). Not only

does he clearly see this possibility, he

also tests it. He continues (p. 178)

‘Attempts to carry out genetic

assimilation starting from inbred lines

have remained quite unsuccessful. This

provides further evidence that the

process depends on the utilisation of

genetic variability in the foundation

stock with which the experiment begins’.

His text could not be clearer.

Orthodox Neo-Darwinists dismissed

Waddington’s findings as merely an

example of the evolution of phenotype

plasticity. That is what you will find in

many of the biology textbooks even today

(e.g.Arthur, 2010). I think thatWaddington

showedmore than that. Of course, plasticity

can evolve, and that itself could be by a

Neo-Darwinist or any other mechanism.

But Waddington was not simply showing

the evolution of plasticity in general; hewas

showinghow it could be exploited to enable

a particular acquired characteristic in

response to an environmental change to be

inherited and be assimilated into the

genome. Moreover, he departed from the

strict Neo-Darwinist view by showing that

this could happen even if no newmutations

occur (Fig. 2).

Epigenetics means ‘above genetics’

and it was originally conceived by

Classics is an occasional column, featuring historic publications from the literature. These articles, written bymodern experts in the field, discuss each

classic paper's impact on the field of biology and their own work.
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Waddington himself to describe the

existence of mechanisms of inheritance

in addition to (over and above) standard

genetics (Bard, 2008). Waddington

regarded himself as a Darwinist since

Darwin also, in The Origin of Species,

included the inheritance of acquired

characteristics. But significantly,

Waddington was not a Neo-Darwinist

since Neo-Darwinism, following

Weismann, specifically excludes such

inheritance. Waddington was a

profound thinker about biology, and

much else too. The Strategy of the

Genes is a masterly account of the

many reasons why he dissented from

Neo-Darwinism, and it has stood the

test of time. It was reprinted over half a

century later, in 2014. He did not

describe himself as a Lamarckian, but

by revealing mechanisms of inheritance

of acquired characteristics, I think he

should be regarded as such. The reason

he did not do so is that Lamarck could

not have conceived of the processes that

Waddington revealed. Incidentally, it is

also true to say that Lamarck did not

invent the idea of the inheritance of

acquired characteristics. But, whether

historically correct or not, we are stuck

today with the term ‘Lamarckian’ for

inheritance of a characteristic acquired

through an environmental influence.

Waddington’s concepts of plasticity and

epigenetics have been very influential in

my own thinking about experiments on

cardiac rhythm. We found that the heart’s

pacemaker is very robust, so much so that

protein mechanisms normally responsible

for a large part of the rhythm could be

completely blocked or deleted (Noble

et al., 1992). Only very small changes in

rhythm occur, because other mechanisms

come into play to ensure that pacemaker

activity continues. The relation between

individual genes and the phenotype is

therefore mediated through networks of

interactions that can buffer individual

gene variation, just as Waddington

envisaged in his diagrams of epigenetic

effects and canalisation. This is one of the

reasons why I became interested in

evolutionary biology many years ago, and

why I have also explored ways in which

evolutionary theory can be integrated

with recent discoveries in molecular and

physiological biology (Noble et al.,

2014).

Waddington’s concepts are also highly

relevant to biologists interested in the

ways in which organisms adapt to their

environment, and to comparative

biologists interested in how this varies

between species. Many of the ways in

which modern epigenetics plays an

essential role in these fields have been

described in a special issue of this journal

(see overview by Knight, 2015). The

discovery of epigenetic marking of DNA

and its associated chromatin proteins has

opened up new vistas for experimental

biology.

I conclude this article with a warning:

if you are inspired to try to repeat

Waddington’s 1956 experiment, do

remember that you will fail if you try to do

it on a cloned laboratory population. The

mechanism depends on using a wild

population with natural genetic diversity.

In this respect it resembles a phenomenon

first noted by James Baldwin (1896). This

is that individuals in a population with the

‘correct’ allele combinations could

choose a new environment and so

permanently change the evolutionary

development in that environment. It

resembles Waddington’s idea, as he

himself recognised, because it does not

require new mutations. More recently,

Karl Popper, the great logician of science,

also noted the possible importance of

genetic assimilation without mutations in

evolutionary theory (Niemann, 2014;

Noble, 2014). Popper and Waddington

had both taken part in discussions on

evolutionary biology during the 1930s

and 1940s when the field of molecular

biology was still developing (Niemann,

2014).

While celebrating the recent rapid rise in

epigenetics research (see Hoppeler, 2015;

Knight, 2015), let’s also celebrate the

father of epigenetics, Conrad

Waddington, who opened our eyes to the

rich opportunities of adaptation through

epigenetic regulation.

Denis Noble

University of Oxford

denis.noble@physiol.ox.ac.uk

A B

Fig. 1. Waddington’s developmental landscape diagram. The landscape itself and the ball at the top

are from his original diagram. The subsequent positions of the ball have been added to illustrate his point

that development can be canalised to follow different routes (A and B). The plasticity to enable this to

happen already exists in the wild population of organisms (modified diagram by K. Mitchell).

Influence of

environment

Developmental

landscape

Functional networks

Genes

Fig. 2. Waddington’s diagram to show how the developmental landscape relates to individual

genes (bottom pegs) through networks of interactions in the organism. Since he also showed the

influence of the external environment on canalisation of development, I have extended the diagram by

adding the top part to represent the environmental influences. It is the combination of these influences

that can lead to an evolutionary change without mutations (modified from Waddington, 1957).
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